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Foreword

N. R. Bhanumurthy*

In the era of globalization, the world economy has faced numerous challenges in terms of risks to the global growth, stability as well as to the employment. This is more so in the context of emerging market economies such as India, where the economies are opened up for the factors of production, especially the foreign capital as they were scarce. While globalization has had positive outcomes in terms of enhancing the growth potential in the capital scarce nations, it has also resulted in increasing risks being transmitted through the foreign capital. Globalization has also posed challenges to fiscal, monetary, and the external sector policies. In some countries it has resulted in high inflation while in many it has enhanced the potential growth while also leading to structural change. However, as it happened, it has also accompanied by various global shocks. Since early 1990s, the emerging market economies have witnessed shocks periodically in terms of Asian crisis, Dotcom bust, sub-prime crisis, European crisis, commodity shocks, and the recent crisis in the foreign exchange markets following US Quantitative Easing of monetary policy, Brexit, etc. This has also posed challenges in terms of the overall understanding of the relationship between various macroeconomic variables, real-financial linkages, fiscal–monetary nexus as well as domestic and international transmission mechanism of monetary policies.

While some of the above challenges are theoretical in nature, most of them are empirical and it needs to be evaluated on a continuous basis by using contemporary information as well as quantitative models. Indeed, the global shocks and its prediction also suggest that most of the empirical relationships are time varying in nature and depends on the country under question. In some countries, as the interest rates came into negative territory, it has posed challenge to theoretical understanding of the open-economy macroeconomic relationships. Toward this direction, the present book edited by Dr Ramesh Chandra Das is very timely and covers most of the issues that are relevant for the stability of emerging market economies such as India. The book especially focuses on the challenges that the economies face in formulating monetary policies in the context of global shocks.

The issues that the book covers are wide-ranging and are a combination of both theoretical as well as empirical papers. Some of the conclusion of the papers are very interesting and also in some cases challenging, especially when the conclusions are counter-intuitive. One such conclusion is about the absence of long-run relationship between the United States and China growth while the presence of long-run relationship of both the countries with Indian growth. But most importantly, the book helps the policymakers at least to relook at the empirical issues the way that were traditional understood. It is also worth to emphasis that some of the chapters adopt advanced quantitative methods to re-look at some of the empirical relationships. There are many chapters that look at the issue of monetary policy transmission and conclude that they largely depend on the country specific as some countries found to have credit channel while some find the presence of interest rate channel.

In the context of India, some of the chapters focus on standard monetarists propositions while couple of chapters focus on the issue of demonetization. However, the conclusions about demonetization and its impact needs to be carefully understood especially due to limited information available since the demonetization. At least when it comes to its impact on the behavior of monetary variables, one needs some more statistical information. But the scrutiny of demonetization would be much more rigorous in the coming years.

To sum it up, as Dr Das pointed out in the Introduction, the challenges to monetary policy in the twenty-first century is enormous, especially in the context of maintaining macroeconomic stability in the emerging market economies. While some of the chapters in this volume help in understanding those challenges and help in overcoming them, needless to say that there is a need for evidence-based policy making and that needs more studies that are time and country specific. In that direction, this volume is a very good addition to the literature.

 

* Currently working as Professor at National Institute of Public Finance and Policy, New Delhi, India. His areas of specialization are macro-monetary economics, fiscal policy, and development economics.




 

Introduction

The new millennium has started with its bitter experiences on the East Asian Crisis and Dot Com bubble during the final lap of the last century. The new century has witnessed first the monetary mismanagements of the EURO Zone countries especially of the GIIPS (Greece, Ireland, Italy, Portugal, and Spain) who struggled for sovereign debt problems, the emergence of global financial crisis of the 2007–2009 preceded by housing market collapse, then the Quantitative Easing Policies taken by the US Central Bank, and the recessionary phase in the aftermath. The mismanagement in the monetary policy and its aftermath crisis effects have compelled the world leaders and the governments of the countries in the world to apply for interest rates cuts to attract new demanders in the credit market to boost up aggregate demand as well as national income. In addition to that, the newly developed group, BRICS, has started their own banking system to fight against any sort of financial crisis as well as to promote intercountry development of the group. There is again the democratic decision of the British to leave the European Community that made several policy decisions by the UK as well as the other countries in the European Zone and the countries of the rest of the world. Besides, there are the policies like demonetization by the world’s second largest country in terms of population and third largest in terms of GDP, who is none other than India. The stock markets have traveled trembling after all the above monetary mismanagements.

The prime managers of monetary systems of all the country are their central banks who make adjustments of rate of interest and inflation levels by active monetary policies. But, the roles of these central banks are not independent to each other as some decisions taken by the international financial bodies like IMF and the World Bank compel them to tune their own policy decisions. The Basel norms in banking supervision make the countries’ central banks to control their own banking systems at par the international standards, in terms of credit delivery and minimizing nonperforming assets. An optimum monetary policy is always accepted as income increasing and price stabilizing. Any deviation from it makes the related macroeconomic indicators to move not in their expected trajectories. Hence, any mismanagement may be crucial not only to the concerned country, but the other countries as well.

Under the milieu, the present book endeavors to establish empirically the effect of monetary policies upon economic indicators during the twenty-first century at the global, regional, group, or country levels. Motivated by the positive moves by the stake holder publisher, Emerald Publishing Limited, upon my submitted proposal, I proceeded further for its fruition. After a series of scrutiny and suggestions by the review teams of the publisher, the title is finalized as The Impacts of Monetary Policy in the 21st Century’s World-special reference to emerging economies.

Keeping in mind its broad coverage, the book has been structured in two sections to present 27 finalized chapters. Section I envelops the monetary policy effects in the global perspectives with nine chapters and Section II covers various aspects of monetary policies at different emerging economies with special emphasis on the Indian economy with 18 chapters. The basic features of the covered chapters are outlined below.




Section I: Monetary Policy Effects at the Global Perspectives

Chapter 1 aims to determine the effects of monetary policies on capital markets of the emerging E7 economies for 1997–2016 and the results show that there is a long-run relationship between interest rate and bond market, but this is not a causality relationship. On the other side, cointegration and causality relationship does not exist between stock market and interest rates.

Chapter 2 develops a baseline theoretical framework to examine the inflation–output dynamics under the regime of monetary policy anchored to inflation rate. It reveals that the persistence of inflation is significantly explained by the credibility of monetary authority in the regime of inflation targeting monetary policy. Further, the nature of inflation–output dynamics in the aftermath of any adverse supply shock in a closed economy with inflation targeting monetary policy depends crucially on the degree of central bank’s credibility and the extent of monetary transmission.

Chapter 3 analyzes the effects of the Official Development Assistance on GDP per capita of 92 developing countries for the period 2009–2013. The result of this study indicates that foreign aid through monetary policy managements has a negative influence on GDP per capita and the coefficient is always statistically significant.

Chapter 4 aims to estimate the link between asset prices and monetary policy, and also to estimate the responses of monetary policy and the asset price shocks for Nigeria. The results show that changes in asset prices lead to a marginal increase in monetary policy rate in the short run and the impact stabilizes a bit in the medium term and becomes negative in the long run.

Chapter 5 discusses the impact of negative rate on economic growth and bank customers besides discussing the future trends of negative interest rates under a conceptual framework and opined that low interest rates in the developed countries can also appear in the countries like India in the near future.

Chapter 6 reexamined the traditional research topic in finance – the efficient market hypothesis within the context of nonlinearity unit root test on the Nigerian economy. The results indicate rejections of the null hypothesis for all the series, an indication that stock market indices in Nigeria are nonlinear and asymmetric in nature.


Chapter 7 attempts to determine the optimal monetary policy instrument for Nigeria with data from 1970 to 2016 and suggest that, although money supply is superior in meeting Nigeria’s monetary policy goals, a combination of both money supply and interest rate instruments is optimal rather than employing each instrument independently.

Chapter 8 explores the strategic importance of the International Monetary System, tracking its evolution, and how it is managed before leading to an examination of the emergence of the global financial capitalism. It concludes the global crisis has underlined the vulnerability of the millions of workers who lost their job and, with it, access to any source of income or health coverage.

Finally, Chapter 9, in this section, attempts to explore the dynamic impact of globalization on inflation empirically in developing countries in Asian region. Empirical findings imply that globalization significantly influences inflation in selected Asian developing economies.




Section II: Aspects of Monetary Policy in Emerging Economies with Special Focus on Indian Economy

Chapter 10 examines the impact of economic and political decisions such as demonetization, change of Clinical Establishment (CE) Act, and media news on medical tourism and also examine how demonetization and CE Act of West Bengal affect the emerging market of medical tourism in West Bengal, India upon a primary survey basis and showed that the Act played important role for discrimination where accreditation did not have significant impact for discriminating between the two groups.

Chapter 11 investigates whether three major economic indicators of the modern world economy, namely financial integration, growth rate, and trade openness, have long-run associations for the three leading economies, USA, China, and India. The results that the indicators are not cointegrated or have long-run equilibrium relations for USA and China, but they are for India. This indicates that financial integration, trade openness, and growth of income for India are interrelated.

Chapter 12 integrates the issues of fragmented credit market, vertical interaction between formal and informal financial sectors, rationing of formal credit, and monetary policy in a theoretical framework. Theoretical proposition suggests that an expansion of formal credit results in shrinking the size of contested segment of the informal credit market and thereby reduction of interest rate in the market.

Chapter 13 identifies the causes or genesis of global crisis; to examine the impact of the crisis on world economy with special emphasis on India; to make an analysis of the impact on the share price movement of select S&P BSE Sensex companies in India, and concluded that India is not an exception and the equity market performance of the select BSE companies were comparatively better in the pre-period (2005–2007) than in the crisis period.

Chapter 14 judges the efficiency of Indian commercial banks for the study period 2006–2017 using financial intermediation and service-oriented production approach, and concludes that Indian Banking industry suffered in terms of both financial intermediation as well as production during banking crisis in managerial pure efficiency but performed quite well with respect to other aspects of efficiencies.

Chapter 15 highlights historical evolution of monetary policy across the countries as well as trends in India’s monetary policy over time and challenges thereof, provides some tentative solutions, and pointed out the challenge for monetary policy have been changing over time, even though some basic issues have remained of perennial concern.

Chapter 16 tries to add to the debate by focusing on an empirical analysis of sudden demonetization announced by the India Government and observed that sudden and almost complete demonetization is an unanticipated monetary shock in a very specific sense. Moreover, though the much-hyped objectives of recovering black money, curbing terrorist activities, confiscating fake currencies, and motivating a cashless economy was stated ceremoniously, no clarity was there regarding the growth objective or the possible job-loss scenario of the economy.

Chapter 17 aims to show whether there is a possible trade-off between the rate of inflation, growth, and money supply by considering annual data ranging from 1981 to 2016 for the Indian economy and the results show that India uses no predetermined strategy to change money supply, at the most the policymakers keep in mind that excessive inflation is unacceptable and money supply is moderated when expected inflation is seen to be going out of the specified bounds.

Chapter 18 examines the contribution of Indian banks’ financial aspects to their operating efficiency and results show that variables positively and significantly affecting operating efficiency are past operating efficiency, provision by total advances, provision by investment, advances by deposit plus borrowing, etc.

Chapter 19 investigates the long-run and short-run linkages between “broad money supply and GDP,” “GDP and inflation rate,” and “money supply and inflation rate” for Indian economy and reveals that there are no long-run cointegrating relations among them. Further, causality results show that the change of growth rate of GDP has influence upon the change of growth rate of inflation in a three years period lag.

Chapter 20 reviews the concept of global liquidity and studies the effects of QE, and surplus liquidity generated there from, on emerging economy stock markets like India’s to gauge the possibilities of financial market vulnerabilities and results indicate that the Indian stock market movements may not be totally independent of changes in global liquidity.

Chapter 21 aims to examine the major monetary policy changes that have taken place since independence and attempts to compare the post-crisis era to the pre-crisis one. It reveals that changes in cash reserve ratio and nonperforming asset have a positive impact on liability–asset ratio, whereas credit-deposit ratio of scheduled commercial banks has a negative influence.

Chapter 22 aims to study the significant difference between marginal cost based lending rate (MCLR) charged by different banks by using mean comparison paired t-test and observes that the variation of HDFC bank’s MCLR has a significantly positive impact on SBI’s MCLR. Axis bank’s MCLR significantly and positively impacted by UBI. In case of PNB, Canara, UBI, and OBC have positive impact whereas Axis has a significantly negative impact.

Chapter 23 tries to explore the basic determinants of financial inclusion in rural India; estimate the impact of policy variables of the RBI on the flow of credit to the priority sectors in rural areas and to estimate the structural shift, if any, in this flow and identify interregional variations in the flow of credit to the priority sector particularly the self-help groups, and, hence, to identify regional variations in the process of financial inclusion. It revealed that although there has been spread of banking networks through microfinancial activities but there are growing inequalities among the groups.

Chapter 24 investigates the impact of monetary policy on the corporate financial structure, using a sample of 422 manufacturing firms in India for the period 2011–2017and the findings suggest that a contractionary monetary policy cuts down overall corporate debt, and that there is an increase in long-term borrowings of listed firms after monetary tightening.

Chapter 25 draws attention to the term “globalization of monetary policy” and some of the forces at work that indicate the pace of such globalization after giving in detail at the beginning of some common features that exist across globe in the conduct of monetary policies and found a long-run cointegration among the variables, besides that the inflation adjusts to its equilibrium rapidly at a rate of 35% in short run.

Chapter 26 analyzes the impact of monetary policy on Indian economy in the recent past to understand the effectiveness of the policy in India context in the twenty-first century world where different kinds of external financial shocks and observed that different monetary policy instruments have been adjusted by the central bank of the country to counter the shock.

Finally Chapter 27 argues that a combination of regulatory landscape in credit financing domain and insurance domain plays a crucial role in causing credit crisis in India. For making the current discussion more comprehensive, the study has also incorporated contextual discussions on monetary and fiscal aspects of policy where it finds necessary. The study finds that during crisis, credit insurance has created a demo effect and increased the risk in the free market system.

The extracts of the chapters covered by the book reveal that the global financial crisis has been the toughest crisis the world economy has witnessed in the new millennium. Not only the economies of the developed zones are affected, the economies of the emerging countries have also hit hard. The central banks of the countries have been busy in framing and adjusting different monetary policy tools to protect their economies. India is not an exception to this scenario. Besides, the demonetization policy in India has invited new unprecedented economic impacts that hindered its growth of income and employment. The policy suggestions provided by the authors in the book will inevitably help the monetary authorities of the countries to safe guard their economies from any such crises that may happen in the future.

Ramesh Chandra Das

Editor
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Section I

Monetary Policy Effects at the Global Perspectives


Chapter 1

Determining the Effects of Monetary Policies on Capital Markets of the Emerging Economies: An Evidence from E7 Countries

Hasan Dinçer, Serhat Yüksel and Zafer Adalı


Introduction

Monetary policy refers to the actions of the central banks by controlling money supply with the aim of reaching macroeconomic purposes. Controlling inflation, providing stability in interest and currency exchange rate, increasing economic growth and decreasing unemployment rate can be the examples of these purposes (Dinçer, Yuksel, & Adalı, 2018). Within this framework, central banks have some monetary policy instruments for this situation. For instance, they can change interest rates to affect other variables. Additionally, they can purchase or sell foreign exchanges in the market to control the volatility in currency exchange rates. Moreover, they can also purchase or sell government bonds as an open market operation (Yüksel, 2017).

Central banks aim to influence financial market by using these instruments. For example, they prefer expansionary monetary policies, such as decreasing interest rate or purchasing government bonds from the market (Galati, Gorgi, Moessner, & Zhou, 2018). With this kind of policies, central banks aim to increase the money supply in the market so that it can be possible to invigorate the economy. However, the important point is that this policy has an increasing effect on the price levels. Therefore, it can be said that expansionary policy is not appropriate when there is high inflation in the countries (Gertler & Horvath, 2018). In such a situation, central banks should implement contractionary monetary policies, such as increasing interest rates or selling government bonds to the market with the aim of preventing price increases (Dinçer & Yüksel, 2018).

As it can be understood, monetary policies have important effects on money markets (Aizenman, Cheung, & Chantapacdepong, 2018). Similar to this situation, it is also accepted that monetary policies influence capital markets significantly. For instance, using expansionary or contractionary monetary policy leads to changes in the prices of the government bonds (Fratzscher, Lo Duca, & Straub, 2018). In addition to this condition, it is also accepted that stock prices are influenced by the type of monetary policies. In case of contractionary monetary policy, banks give credits to the companies with higher interest rates. Because of this situation, there will be increase in the cost of these countries which have a negative effect on the profitability. In such a condition, it is obvious that stock prices of these countries will go down (Dinçer, Yüksel, & Adalı, 2019; Lawal, Somoye, Babajide, & Nwanji, 2018).

Parallel to this aspect, the aim of this study is to assess the effects of monetary policies on capital markets. For this purpose, E7 countries (Brazil, China, India, Indonesia, Mexico, Russia, and Turkey) are taken into the consideration. With respect to the monetary policy, real interest rates of the countries are used. In addition to this issue, the amount of the bonds and stocks as a percentage of GDP is considered regarding capital markets. Moreover, annual data of these variables for the periods between 1997 and 2016 is evaluated by using Pedroni panel cointegration and Dumitrescu Hurlin panel causality tests. As a result of this analysis, it can be possible to understand whether monetary policies affect capital markets in emerging economies.

There are many different novelties of this study. First of all, emerging economies have not been analyzed before with respect to the relationship between monetary policies and capital markets. Although there were some studies which focus on one emerging economy, this is the first study which focuses on many different emerging economies at the same time. Another important point is that using Pedroni panel cointegration and Dumitrescu Hurlin panel causality tests for this subject firstly increases the originality of this study. While considering these aspects, it is believed that this study makes contribution to the literature.

This study consists of four different sections. After this introduction part, similar studies are analyzed in the second section. Within this framework, the missing part in the literature related to this subject can be understood. In addition to them, in the third section, necessary information is given about the application on emerging economies. Within this context, firstly, data set and scope are detailed. Next, the methods used in this analysis are explained. In the final section, analysis results and necessary recommendations are presented.




Literature Review

The influence of the monetary policies of the central banks on the capital markets was discussed in many different studies in the literature. Some of these studies are demonstrated in Table 1.

Table 1 shows that most of the studies reached the conclusion that monetary policies have an effect on capital market. For example, Praptiningsih (2018) made a study to understand this relationship in Indonesia. With the help of VECM, it is identified that Jakarta Commodity index is significantly influenced by the change in monetary policy. Similarly, Vithessonthi and Techarongrojwong (2012) concluded that monetary policy announcement has a greater impact on stock prices in Thailand. Farka (2009) used GARCH methodology and also defined that monetary policy has a significant effect on stock market. Thorbecke (1997), Maysami and Koh (2000), and Bjørnland and Leitemo (2009) also underlined the same relationship in their studies by using other methods.

Table 1:    Literature Review of Monetary Policies and Capital Market.
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Source: Compiled by the authors.

In addition to them, some studies also identified mutual relationship between monetary policies and capital market. For instance, Chatziantoniou et al. (2013) made a SVAR analysis to assess this relationship in Germany, US, and UK. They reached the conclusion that there is a bidirectional relationship between monetary policies and stock exchanges. Lee (1992) also underlined the similar result with the same methodology. Moreover, Ioannidis and Kontonikas (2008) analyzed 13 OECD countries while using regression analysis. It is identified that there is mutual relationship between the monetary policy and the stock market performance.

In spite of this studies, there are also some other studies which found no relationship between monetary policies and capital market. As an example, Jansen and Zervou (2017) aimed to evaluate the relationship between these two variables for US. They used GARCH analysis in order to reach this purpose. They concluded that the effect of monetary policies on stock returns is statistically insignificant during the period between 1989 and 2000. Parallel to this study, Basistha and Kurov (2008) also made similar analysis for the same country. They identified that the effects of monetary policy on stock markets became effective only in the recession period.

It is also seen that some studies focused on the impact of different types of the monetary policies on stock market. For instance, Cassola and Morana (2004) made a study to analyze this situation in Euro region. As a result of VAR analysis, it is determined that expansionary monetary policy has a positive impact on real stock prices. Bernanke and Kuttner (2005) and Suhaibu et al. (2017) also reached the same conclusion in their studies. On the other side, Neri (2004) and Sousa (2010) defined that acontractionary monetary policy has an adverse and temporary impact on stock market indices.

Moreover, some researchers stated the importance of interest rate on capital markets. For example, Ahmad et al. (2010) focused on Pakistan with the help of regression analysis. They identified that a decline in interest rate has a positive impact on stock returns. Alam and Uddin (2009) also reached the similar results by using the same methodology. In addition to them, Jefferis and Okeahalam (2000), Arango-Thomas et al. (2001), Rigobon and Sack (2004), and Léon (2008) concluded that there is adverse relationship between the interest rates and stock prices with different approaches, such as ECM, CARCH, and GMM.

Furthermore, some studies aimed to identify the relationship between exchange rates and capital markets. For instance, Yıldırım and Adalı (2018) tried to explain this relationship for Turkey in their studies. With the help of Toda-Yamomoto and the Panchenkocasulity analysis, they concluded that the exchange rate serves as predictive indicators to examine the stock prices. Aydemir and Demirhan (2009), Kim (2003), and Wu (2000) also reached the same conclusion in their studies. On the other hand, Vygodina (2006) and Nieh and Lee (2001) determined that there is no causal relationship between the exchange rates and the stocks exchanges.

While considering these studies, it is understood that the relationship between monetary policies and capital market is analyzed in many different studies in the literature. It is also seen that different conditions are underlined, such as bidirectional relationship, one-way relationship, the impacts of interest rate, and different types of monetary policies on the capital market. Moreover, many different methodologies are also taken into the consideration in these studies like regression, Toda Yamamoto causality analysis, GMM, and GARCH. Nevertheless, it is identified that there is a need for a new study that evaluates this relationship in many emerging economies.




An Application on E7 Economies


Data and Scope

In this analysis, the relationship between monetary policies and capital markets for E7 economies is evaluated. Furthermore, real interest rate is taken into the consideration with respect to the monetary policy because it is a significant instrument of central banks for this purpose. On the other hand, the amount of the bonds and stocks as a percentage of GDP is used regarding capital markets. All data are provided form the website of World Bank. Moreover, annual data of these variables for the periods between 1997 and 2016 is evaluated by using Pedroni panel cointegration and Dumitrescu Hurlin panel causality tests.




Pedroni Panel Cointegration Analysis

The aim of cointegration analysis is to identify whether there is long-term relationship between some variables. On the other side, with respect to the panel cointegration analysis, panel data are taken into the consideration. Regarding, Pedroni panel cointegration analysis, seven different tests are generated by the system which are Panel v-Statistic, Panel rho-Statistic, Panel PP-Statistic, Panel ADF-Statistic, Group rho-Statistic, Group PP-Statistic, and Group ADF-Statistic. If the probability value is lower than 0.05 for at least four of these seven tests, it means that there is long run relationship between the variables (Pedroni, 1996, 2001). This methodology is so popular in the literature that it attracted the attention of many different researchers. For example, Zoundi (2017), Kasman and Duman (2015), and Baek (2015) considered this approach in order to make analysis in energy industry. On the other side, Isik, Dogru, and Turk (2018), Ozturk and Bilgili (2015), and Fang and Chang (2016) aimed to evaluate the indicators of economic growth with the help of Pedroni panel cointegration approach. Moreover, Salifou and Haq (2017), Tang and Tan (2016), and Tang and Abosedra (2016) assessed the tourism industry with the help of this methodology.




Dumitrescu Hurlin Panel Causality Analysis

Dumitrescu Hurlin panel causality analysis is used to evaluate if there is causality relationship between the variables. In this methodology, it is possible to make causality analysis for panel data. Because of this situation, it is accepted that Dumitrescu Hurlin panel causality analysis is the advanced form of standard Granger causality analysis. The details of this method are given on equation (1).
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In equation (1), the variables are X and Y whereas B refers to the coefficient of the variable. On the other side, a is the constant term and ε gives information about the error term. In addition to them, the optimal lag interval is demonstrated by K (Dumitrescu & Hurlin, 2012). It can be seen that this methodology is preferred in many different studies in the literature. For instance, Yüksel and Dinçer (2018), Dinçer, Yüksel, and Adalı (2017), and Hasanov, Bulut, & Suleymanov (2017) considered this method for energy industry, Khan et al. (2016) and Ämiri and Linden (2016) used this approach for health sector. In addition to them, Latif et al. (2017), Dinçer, Yüksel, Adalı, and Aydın (2018), Dinçer, Hacıoğlu, and Yüksel (2018), and Adalı and Yüksel (2017) are the other studies which considered Dumitrescu Hurlin panel causality analysis in macroeconomic subject.






Analysis Results

In the first phase of the analysis, panel unit root test is performed. The main reason is that both Pedroni panel cointegration and Dumitrescu Hurlin panel causality tests are used with stationary variables. For this purpose, Im, Pesaran, and Shin (2013) panel unit root test is taken into the consideration. It is identified that the variables of interest rate and bonds are stationary with their level values because their probability values are lower than 0.05 (0.0000 and 0.0002). Therefore, original form of this data can be used in the analysis process. On the other hand, it is determined that the variable of stocks is not stationary on its level value since its probability value is 0.1385. Because this variable has a unit root, the first difference is taken to become stationary. After making unit root tests, Pedroni panel cointegration analysis is made to understand the relationship between monetary policies and capital markets in emerging economies. The analysis results are given in Table 2.

Table 2 explains that two different analysis are performed by using Pedroni panel cointegration test. With respect to the relationship between interest rate and bond market, it can be seen that the probability values for four different tests (Panel PP-Statistic, Panel ADF-Statistic, Group PP-Statistic, and Group ADF-Statistic) are lower than 0.05. Nonetheless, it is also identified that the probability values of other three tests (Panel v-Statistic, Panel rho-Statistic, and Group rho-Statistic) are greater than 0.05. Because the null hypothesis can be rejected in four different tests, it is concluded that there is a long run relationship between monetary policies and bond market. Praptiningsih (2018), Vithessonthi and Techarongrojwong (2012), and Chatziantoniou et al. (2013) also underlined the same conclusion in their studies.

Table 2:    Pedroni Panel Cointegration Analysis Results.







	Relationship Type

	Test Name

	Probability Values




	The relationship between interest rate and bond amount

	Panel v-Statistic

	0.8774




	Panel rho-Statistic

	0.0723




	Panel PP-Statistic

	0.0000




	Panel ADF-Statistic

	0.0032




	Group rho-Statistic

	0.1861




	Group PP-Statistic

	0.0000




	Group ADF-Statistic

	0.0022




	The relationship between interest rate and stock amount

	Panel v-Statistic

	0.2950




	Panel rho-Statistic

	0.0010




	Panel PP-Statistic

	0.0000




	Panel ADF-Statistic

	0.1418




	Group rho-Statistic

	0.2195




	Group PP-Statistic

	0.0000




	Group ADF-Statistic

	0.4142






Source: Authors’ calculations.

On the other hand, regarding the relationship between interest rate and stock market, it is determined that the probability values for four different tests (Panel v-Statistic, Panel ADF-Statistic, Group rho-Statistic and Group ADF-Statistic) are greater than 0.05. However, it can also be seen that the probability values of three tests (Panel rho-Statistic, Panel PP-Statistic, and Group PP-Statistic) are lower than 0.05. While considering these results, it is obvious that the null hypothesis can be rejected only in three tests. This situation gives information that the long run relationship could not be found between interest rates and stock market. In the literature, Praptiningsih (2018), Suhaibu et al. (2017), Chatziantoniou et al. (2013), and Ahmad et al. (2010) supported the opposite view of this result. Nevertheless, Jansen and Zervou (2017) and Basistha and Kurov (2008) also reached the conclusion that the effect of monetary policies on stock returns is statistically insignificant. After making panel cointegration test, Dumitrescu Hurlin panel causality analysis is performed to evaluate whether there is a causal relationship between monetary policies and capital market. The details of this analysis are demonstrated in Table 3.

Table 3 demonstrates that in Dumitrescu Hurlin panel causality test, an analysis is performed for three different lags. This situation tests the validity of this analysis. Owing to this aspect, it is expected that the null hypothesis should be rejected for all three different lags. As it can be understood from Table 3, the null hypotheses are accepted for all four different causality analyzes. In other words, there is not a causality relationship between bond and stock market with interest rate. Arango-Thomas et al. (2001), Praptiningsih (2018), and Vithessonthi and Techarongrojwong (2012) identified the opposite results whereas this view was supported by Jansen and Zervou (2017).

Table 3:    Dumitrescu Hurlin Panel Causality Analysis Results.
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Source: Authors’ calculations.

The findings of this study show that there is a long run relationship between interest rate and bond market, but this is not a causality relationship. On the other side, there is not a cointegration and causality relationship between stock market and interest rates. This gives information that monetary policies in E7 economies have an influence on bond market. However, it is also concluded that these monetary policies do not have any effect on stock market. While considering these results, it is recommended that central banks in E7 economies can use monetary policies if they aim to have an impact on bond markets. However, if these countries want to control stock market, they should take other actions than the monetary policies.




Conclusion

Central banks actively use monetary policies to reach macroeconomic purposes. Within this framework, central banks have some monetary policy instruments, such as changing interest rate, purchasing or selling foreign exchanges, and government bonds. The main purpose of this situation is to controlling inflation rate by changing the amount of money supply in the market. Therefore, if there is high inflation problem in the countries, central banks should prefer contractionary monetary policy which aims to decrease money supply. On the other side, expansionary monetary policy should be preferred when there is no inflation problem in the countries.

Monetary policies can also be used to have an impact on capital market. However, there is not a consensus about the relationship between monetary policies and capital market. Some researchers think that there is a bidirectional relationship whereas some others identify that there is only one-way relationship from monetary policies to the capital market. On the other side, many different researchers argue that monetary policies have an effect on bond market, but this effect is not valid for stock market. Thus, it is obvious that the studies which aim to evaluate this relationship has a significance.

In this study, it is aimed to assess the role of monetary policies on capital market. Within this context, E7 countries are taken into the consideration in this study. Regarding monetary policy, real interest rates of the countries are used. On the other side, the amount of the bonds and stocks as a percentage of GDP is considered with respect to the capital market. In addition, annual data of these variables for the periods between 1997 and 2016 is evaluated by using Pedroni panel cointegration and Dumitrescu Hurlin panel causality tests.

In the first phase of the analysis, Im et al. panel unit root test is performed and stationary variables are taken into the consideration. As a result of Pedroni panel cointegration analysis, it is defined that there is a long run relationship between monetary policies and bond market. In spite of this situation, it is also concluded that the long run relationship could not be found between interest rates and stock market. On the other side, according to the results of Dumitrescu Hurlin panel causality analysis, it is identified that there is not a causality relationship between bond and stock market with interest rate.

In summary, it is concluded that there is a long run relationship between interest rate and bond market, but this is not a causality relationship. On the other side, no cointegration and causality relationship exists between stock market and interest rates. This explains that monetary policies in E7 economies have a powerful effect on bond market. Nevertheless, it is also understood that these monetary policies do not have any effect on stock market. Therefore, it is recommended that central banks in E7 economies can use monetary policies to have an impact on bond markets. However, other actions than the monetary policies should be taken to control stock market. In this study, interest rate is taken into the consideration regarding monetary policy. Also, it is believed that a new study, which considers the variables of required reserve ratio and currency exchange rate as monetary policies, makes a contribution to the literature.
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Chapter 2

A Theoretical Appraisal of the Inflation–Output Dynamics Under Inflation Targeting Monetary Policy

Mainak Bhattacharjee and Debashis Mazumdar


Introduction

Inflation targeting monetary policy framework came into effect in 1990s with Chile being its first witness and since it has been implemented in several other countries like United States, Australia, New Zealand, India, etc., across the world. No doubt, that the inflation targeting monetary policy has heralded a new paradigm in monetary policy-making, this new approach has had its genesis from the pressing need of aligning monetary policy with a systematic course so that it can emerge as an effective apparatus for regulating inflation. In other words, anchoring monetary policy with some macroeconomic variables, such as inflation will make it more predictable to people. Thus inflation targeting approach to monetary policy marks a striking transition in monetary policy framing from being discretionary in nature to being rule-based. In the said framework, central bank explicitly targets some specific inflation rate and announces it to the public. To put it differently, in inflation targeting framework, inflation rate acts as the nominal anchor of monetary policy. The advantage of such an approach is that it enables central bank to clamp the people’s expectations about inflation by communicating to them how it seeks to go about inflation. This in turn helps in instilling better credibility of central bank in people regarding taming of inflation and hence will affect their expectations about future inflation. Now as against this backdrop it is worth taking interest in how the inflation rate and aggregate output evolve with time under the regime of inflation targeting monetary policy. The current paper is a humble endeavor to that end.

The layout of the paper is that it consists of four sections. The first section exposits review of literatures available on this topic; the second section describes the basic objective if this study; the third section we shall find the vivid elaboration the theoretical model constructed in line with the objective along with the cardinal propositions arrived at from that the model; and the last section summarizes the conclusion of the said theoretical analysis.




Review of Literature

J. B. Taylor (1975) examines the impact of monetary policy on real economic variable when some transition in the policy regime is underway. Using simple monetary Phillip’s curve framework and some specific characterization of monetary policy rule, it has been shown how monetary policy can affects the real economic variables, in particular unemployment. Moreover, it has been indicated that the monetary policy derived from simple variation methods dominates the discretionary rule under the rational expectations.

Under a discretionary regime the monetary authority can create more inflation than people expect by printing money. However, the benefits these surprise inflation can have cannot arise systematically in equilibrium when people understand the policymaker’s incentives and form their expectations accordingly. Because the policymaker has the power to create inflation shocks ex post, the equilibrium growth rates of money and prices turn out to be higher than otherwise. Therefore, enforced commitments (rules) for monetary behavior can improve matters. Given the repeated interaction between the policymaker and the private agents, it is possible that reputational forces can substitute for formal rules. In a research paper, Barrow and Gordon (1983) devised an example of a reputational equilibrium where the outcomes turn out to be weighted averages of those from discretion and those from the ideal rule. In particular, the rates of inflation and monetary growth look more like those under discretion when the discount rate is high.

Bernanke and Woodford (1997) have addressed the issue of the existence and uniqueness of rational expectation when central bank links its policy tack to private sector forecasts. In the light dynamic model including sluggish price adjustment to demand supply shock, it has been shown how monetary policy having strict target on inflation forecasts is inconsistent with rational expectation equilibrium and moreover may have undesirable outcome. Gali and Gertler (1999) estimated a forward-looking monetary policy rule for post-World war United States, before and after Paul Volcker’s appointment as Chairman of Federal Reserve. The study came out with striking difference in the estimated rules across the times periods. Moreover, it hinted at the interest rate policy being more sensitive to change in the expected inflation during Volcker’s tenure than it was prior to appointment.

Gertler, Gali, and Clarida (1999) developed a baseline theoretical model to exposit how optimal monetary policy scheme implicitly encompasses inflation targeting. The study indicated the gains from credible commitments to fight inflation and such gains might even emerge when central bank was not trying to push the output level above the natural rate. In another research, G. D. Rudebusch and Svensson (1999) examined the performance of the policy rule that is concerned with the inflation targeting in the United States using a simple empirical model. Mishkin (2000) in a study outlined the constitution of inflation targeting monetary policy framework in emerging market economies indicating its pros and cons. The study shows even if inflation targeting is a panacea and may not be appropriate for emerging market countries, it can becomes an useful tool in number of them.

In another paper attempt has been made to ponder into whether it is desirous for the monetary authority to respond to output gaps (McCallum, 2001). It has been contended in this paper that the output gap is not observable and it might have serious to use a trend-type measure for estimating the output gap. In another study, based on the estimates of New Phillips Curve over five major euro-zone countries, Lopez-Salido and Benigno (2002) have found significant inertia (backward-looking component) in the inflation dynamics of four of the countries while a significant forward-looking component in case of Germany. Moreover the study has addressed the substantial heterogeneity in the inflation persistence across regions with the help of an optimizing model. This apart, the study brings into glare the welfare implications of monetary policy in presence of nominal rigidity and backward looking component under four policy regimes such as fully optimal, optimal inflation targeting, HICP targeting, and output–gap stabilization.




Objective of the Study

The present study is sought to develop a baseline theoretical model in semblance with the standard AD–AS set up to illuminate on evolution of real aggregate output and inflation over time under the regime of inflating targeting monetary policy and adaptive expectation.




The Base Line Model

The model developed in this paper rests on AD–AS framework in dynamic form with two endogenous variables, namely real aggregate output (Yt), actual inflation rate (πt), and expected inflation rate (πtE). The aggregate demand side is modeled in analogy with the treatment of real sector or goods market as done in standard IS-LM model. However unlike IS-LM model where interest rate is determined in the money market; in the current model interest rate is regulated the central bank using the policy rule defined with respect to the gap between the actual inflation rate and the target rate (π*); which is unequivocally consistent with the objective of monetary policy. Moreover, we assume that public has complete knowledge about π*. The aggregate supply side is framed in line with the expectation augmented Phillip’s curve relation (Friedman & Phelps, 1968). This apart, it is assumed hereby that people frame their expectations regarding the future inflation rate in cue with the difference between the target inflation rate and inflation rate as observed in the previous period (πt–1). Moreover, it has been assumed that the central bank’s target for the inflation rate is public information.

Thus the model as described above involves the following structural equations:

(1) Goods market equilibrium: Yt = c(Yt − τYt) + I(rt) + G; 0 < τ < 1.

(2) Expectation augmented

Phillip’s curve: πt = πtE + βYt + εt; β > 0, εt is the shock parameter.

(3) Policy rule: ipt = θ(πt–1 − π*); θ > 0.

(4) Expectation about futureInflation: πtE = α(πt–1 − π*); 0 ≤ α ≤ 1.

(5) Real interest rate: rt = i(ipt) − πtE; 0 < i′ ≤ 1.

Now combining all the equations stated, one arrives at two basic equations to solve two endogenous variables as shown below:

[image: image]

[image: image]

This makes the model solvable for equilibrium Y and π for any period t. This can be illustrated with the help of schedules YY and II (Fig. 1). Let us now explain the shapes of these schedules in the (Y, π) plane.

In cue of equation (6), it is emergent aggregate demand for goods and services in any period are only influenced by the inflation rate of the previous period. This can be intuited as: a higher is the inflation rate observed in the last period relative to the target higher is the policy rate fixed by the central bank which raises the cost of fund at which the financial intermediaries can borrow prompting them to raise the interest payable on credit extended for investment. However, a higher inflation rate in the last period compared to the target escalates the expectation about the inflation rate of current period. Thus net impact of the rise in the inflation rate of the previous period’s real interest rate is ambiguous and contingent upon the degree of the credibility that central bank has in controlling inflation. This so because that better is the credibility of the central bank lower in the degree to which the expectation will be revised up; so that the change in nominal interest rate it in period t outstrips the rise in πtE. In this case, higher inflation rate in the last period relative to the target is associated with lower investment in the current period and hence lower aggregate demand. However, in case of poor credibility a higher inflation rate in the last period relative to the target is associated with higher investment in the current period and hence higher aggregate demand. Therefore, the present contemplation can be split into two cases:

[image: image]

Fig. 1:    The Baseline Model in AD-AS Framework.

Case (a) When the status of central bank’s credibility is fair (i.e., θ > α).

Case (b) When the status of central bank’s credibility is poor (i.e., θ < α).

Thus, YY schedule resembles a vertical line when plotted in (Y, π) plane.

Now the other end of this model concerned with aggregate supply can be traced in equation (7); that when mapped in (Y, π) plane gives rise to the positively slopped II.

Now the dynamic behavior of inflation rate can be brought forth from the difference equation on π in terms of its time path. To arrive at the said difference equation one needs to substitute equilibrium Yt derived from equation (6) into (7) which yield the following:

[image: image]

Assuming that εt to be zero for the simplicity we have

[image: image]

Now, to trace out the inflation dynamics, phase diagram has been designed which graphs equation (8)′ with πt and πt–1 plotted along the vertical and horizontal axes. The slope of the graph has been obtained by differentiating (6) and (7) totally holding π*, G, and τ constant as:

[image: image]

Now the slope of the said phase diagram is positive or negative depending on whichever of case (a) and case (b) is applicable along with the rate of monetary transmission. For case (b) given the rate of transmission, the slope is unequivocally positive since in this case i′θ < α as I′ < 0 for there is an inverse relation between investment and interest rate. However the nature of the slope is a bit ambiguous when case (a) is relevant and it depends on whether α is greater than the absolute value of [image: image] or not.

Let us at first take up case (b) for which the relevant phase diagram is as given below. In this regard, it needs to be mentioned that the steepness of the phase line relative to the line drawn though the origin making 45° angle with horizontal axis holds significant connotation for the stability of the time path and hence needs to be dealt separately. Therefore, we have made two separate panels to demonstrate this issue.

In Fig. 2a, we find that the time path of the inflation rate (as depicted by arrow heads) is directed toward to the steady state level πS which implies the inflation rate over time tends to πS and eventually stabilizes at this level. This is only under precondition that [image: image] is less than one, given the nature of α as specified in the structural equation of inflation expectation.

The contrasting part to this stable behavior is what has been illustrated in Fig. 2b where the time path of inflation rate is directed away from πS which means any shock to inflation will permanent life and hence will be sustained over time.

The divergent trajectory of inflation rate is potentially consistent with case (b). The reason being that in this case the central banks poor credibility in controlling inflation makes future inflation expectation to be agile in responding to any rise in inflation in the present period. In particular, case (b) induces a negative (i′θ − α) and this in conjunction with high α makes [image: image] greater than one so that the phase line is steeper than 45° lines making the time path move away from the steady state level.

Now coming to the case (a) having ambivalence with the nature of the slope of the phase line. This therefore branches into two subcases – subcase (a.1) where the ′α′ is greater than the absolute value of [image: image] and subcase (a.2) where it the reverse. For subcase (a.1) the phase line is positively slopped and it is arguably flatter than the 45° line and hence the corresponding time path is directed toward the steady state (resembling the one shown in Fig. 2a). On the other side, subcase (a.2) yield a negatively sloped time path which we however dispense with to avoid triviality.

[image: image]

Fig. 2:    The Phase Diagrams.

Thus we have the following proposition that:

Proposition 1. In situation of fair credibility of the central bank in containing inflation the inflation rate over time stabilizes to a steady state provided, the rate of monetary transmission is good enough so that θi′ > α and under the condition that [image: image]. Where as, in the situation of meagre credibility the inflation rate will stabilize if and only if [image: image] is more than one.

Now to see if the inflation rate stabilizes toward the target set by central bank in case it stabilizes we need to set the difference equation on inflation in explicit form and elicit the time path. This requires explicitly specifying the form of the investment function and the expression showing monetary transmission. So we suppose that:

[image: image]

[image: image]

The explicit form difference equation on inflation rate as obtained by plugging (10) and (11) into (1) and the rephrasing (8)′ is:

[image: image]

The relevant time path of inflation rate as derived from (12) is what follows.

[image: image]

In case the time path is stable in the sense that the inflation rate over time stabilizes, the value at the stability occurs is [image: image].

Now this evokes an important implication for the how much effective is the target that central bank sets for inflation. The degree of effectiveness thus can assessed in terms of the absolute gap between the steady state value of inflation and target, that is, |πS − π*|. Now nature of the gap with respect to its sign can be determined by taking the difference of π* from πS as shown below:

[image: image]

The inflation gap over time as evident from (14), inter alia is influenced by the monetary transmission rate (δ), sensitivity of inflation expectations (α), and reaction impulse of the monetary policy action (θ). The partial derivatives of (14) with respect to δ, α, and θ reveal nature of the how these parameter influence the inflation gap over time and these are as follows:

[image: image]
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where, [image: image]

Now given the signs of β, θ and δ, it is evident from (15), (16), and (17) that the magnitude of inflation gap varies directly with sensitivity of inflation expectation while inversely with the degree of monetary transmission and reaction impulse of the monetary policy action.

Thus we have the following proposition:

Proposition 2. Under the regime of inflation targeting monetary policy, a lower inflation gap is associated with higher degree of the monetary transmission and the reaction impulse of monetary policy action; whereas a lower is degree of the sensitivity of inflation expectation on part of economic agents lower is the inflation gap.

Now the time path of the inflation expectation can be determined by substituting the time path of the inflation rate derived so far into (4) as:

[image: image]

Now as emergent from (18) the inflation expectation will stabilize over time if and if the time path is convergent which in turn happens whenever [image: image] is less than one. This precondition can hold true under the circumstances of both case (a) and case (b) (as mentioned at the outset). In particular, the intuition underlying whether the expectation will stabilize or not is analogical to that for inflation rate, vide P2. Moreover, the difference between the steady state of the inflation expectation (as shown by the first term of the right-hand side of (18)) and the target set by central bank bears a vital implication for the extent to which central bank anchor the expectation which forms important aspect with regard to the efficacy of the monetary policy.

The issue of the efficacy of monetary policy framework targeting inflation can be expounded in the light of the following expression:

[image: image]

where [image: image] and ρ = δθ − α

Now if the term ρ is interpreted as the index of the credibility of central bank in regulating inflation then the extent of inflation anchoring the central bank can be shown to be dependent on its credentials. This can be further calibrated as: a higher ρ ceteris paribus, implies a higher value for ϕ and lower value of the numerator so that a lower gap of π* from πES. The mathematical warranty of this inverse association can be derived from the derivative of (πES − π*) with respect to ρ as illustrated below.

[image: image]

Thus, we have the following proposition:

Proposition 3. The extent to central bank can anchor the expectation regarding long-run inflation depends crucially on the credentials it has in controlling inflation. This implies that the persistence of inflation is significantly explained by the credibility of monetary authority in the regime of inflation targeting monetary policy.




Inflation Targeting Monetary Policy, Supply Shock, and Inflation–Output Dynamics

In this section, attempt has been to illuminate on how the inflation rate and output adjust in a closed economy in response to an adverse supply shock (say due to some disruption in supply chain in the economy); and moreover, to examine under whichever of case (a) and case (b) if they are ultimately stabilizing.

In the Fig. 3, we find how output and inflation rate to an adverse supply side shock resulting from some glitch in the supply. Following the disruption shock to the extent of εt in period t, II schedule shift upward to II1 leading to the rise inflation rate to πt prompting the central bank to raise policy interest rate. As a result, in next period the interest rate goes up leading to the fall in investment and thereby the aggregate demand, so that there happens a leftward shift in YY schedule to YY1. Thus, in period t+1, both output and interest rate declines to Yt+1 and πt+1, and this downward adjustment inflation rate leads to the downward revision of expectations about inflation so that the II schedule shifts down leading to the further decline in inflation rate in period t+2. This, in turn attracts the response of the central bank in terms of easing of policy rate so that there is subsequent rise in investment and thereby output in period t+3 as evident from the rightward shift in YY schedule. Now, the pattern of adjustments in inflation rate and output explained so far in crucially dependent on the degree of the leftward shift in YY schedule relative in period t+1 relative to that in II schedule in period t. This because a more intense shift in YY compared to that in II schedule is responsible for the fall in the inflation rate in period t+1 below the inflation rate prevailing before the outbreak of the adverse supply shock; so that the expectation about inflation turns bearish in the periods subsequent to t+1. Now the intuition behind the shift in YY schedule being more intense relative to II can be traced in the matter of the central banks credibility in restraining inflation and therefore is linked to wherever of case (a) and case (b) is true.
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Fig. 3:    The Policy Effects.
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Fig. 4:    The Path of Adjustments in Inflation Rate and Output.

The path of adjustments in inflation rate and output consequent upon the emergence of negative supply shock are as articulated in Fig. 4. The situation with regard to the post-shock adjustment adjustments in inflation rate and output under poor credibility case is as described in Fig. 5, where the upward shift in II schedule is far less than the leftward shift in YY schedule.

In Fig. 5, we find that in the period subsequent to the period when the supply shock breaks out, II shift upward from II0 as there happens upward adjustment in expectation about future inflation and YY shifts leftward due to the policy action of central bank. However, due to the lack of credibility, the upward shift in II outstrips and the leftward shift in YY, so that in period t+1 inflation rate end up being at level higher than what it was in period t. This in-turn paves way for adjustment in expectation about future inflation in the upward direction and hence the upward shift in II will be sustained in the subsequent periods and in cue to this so is the leftward shift in YY. This explains that in this case following the adverse supply shock, the inflation rate keeps rising while the output level remains falling resulting in stagflation.
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Fig. 5:    Adjustments in Expectations.

The paths of the adjustments in inflation rate and output are as depicted in the Fig. 6, where inflation rate is found to be ever-rising while the output to be ever-falling in the aftermath of some supply side disturbance in period 0. It is to be noted in this context, the adjustment in output is lagged by one period since the output responds with one period lag to any change in inflation rate. Thus from here we have the following proposition that:

Proposition 4. The nature of inflation–output dynamics in the aftermath of any adverse supply shock in a closed economy with inflation targeting monetary policy depends crucially on the degree of central bank’s credibility and the extent of monetary transmission.




Empirical Analysis

This section presents an empirical investigation based on Indian economy of relation inflation rate on one hand, and output-gap and lagged inflation rate (lag being of one period) on the other hand to reflects the inflation–output dynamics in reference with the tradition Phillips curve. Here, inflation rate has been considered in relation to combined Consumer Price Index (CPI) over the period 2001–2017. Moreover, the output-gap has been determined by taking the difference between real GDP and potential GDP, which has been computed by smoothening out the time series on actual GDP using Hodrick–Prestcott filter methodology.

We shall begin analysis with the test of unit root (using Augmented Dickey-Fuller approach) for inflation rate, output-gap, and lagged inflation rate to determine the order of integration as a first step to probing the potential cointegration between them.
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Fig. 6:    Adjustments in Inflation Rate and Output Due to Some Supply Side Disturbances.

As emergent from Table 1, all three time series on inflation rate, output-gap, and lagged inflation rate have unit root at the level while there is no such unit root at the first difference level. This implies the relevant order of integration for each if the variables being unity. Given that the inflation rate, output-gap and lagged inflation rate have the same order of integration, they can be said to have cointegration if the departure from the relation between inflation rate on the one hand while output-gap and lagged inflation rate on the other is stationary in nature. To confirm this, we have at first regressed inflation rate on output-gap and lagged inflation rate, and then we took out the residuals for unit root test which when qualifies the absence of unit roots affirms that the residual series in stationary and so is the departure from the long-run relation estimated in the first step [vide Engle Granger methodology].

Table 1:    Unit Root and Order of Integration.




	Variables

	Unit Root

	Order of Integration




	GDP gap

	Has unit root (trend and intercept insignificant)

	I(1)




	Inflation rate (WPI)

	Has unit root (trend and intercept insignificant).

	I(1)




	Lagged inflation rate (lag = 1)

	Has unit root (trend and intercept insignificant).

	I(1)




	Residual (from the regression of Inflation rate on Lagged inflation rate and GDP gap)

	Has no unit root (trend and intercept insignificant).

	I(0)






Source: Author’s computation from Database on Indian Economy, RBI (2018).

Now, with the residual series obtained the Step 1 regression being devoid of unit root has the order of integration being equal zero which confirms the existence of the state cointegration. This implies that the inflation rate has a long-run relationship with output-gap and lagged inflation rate.

Given the importance of output-gap and lagged inflation rate in explaining the dynamics and inflation as evident from cointegration test, we have attempted to look into how shift in the monetary policy framework of India since 2014 toward inflation targeting regime. For this purpose, we have performed regression analysis reflecting on the relationship of inflation rate with output-gap and lagged inflation rate along two dummy variables namely d1 and d2. The rationale behind induction of these dummy variables is to assess the structural stability of coefficients of lagged inflation rate and GDP gap so as to bring forth the impact of the aforesaid paradigm shift in monetary policy-making on dynamics of inflation.

Here each dummy variable is specified as:

di = 1/0, ∀i = 1,2, according as the year after 2014 or otherwise

Now as evident from Table 2, both output-gap and lagged inflation rate have significant role in explaining the evolution of inflation over time. Moreover, from 2014 onward there has been significant shift in the inflation dynamics so far the impact of lagged inflation rate is concerned. This is so because a negative β4 implies narrowing down of the translation of past inflation into current inflation in the period following post-2014. Hence the analysis vindicates the difference made by the inflation targeting monetary policy regime in the dynamics of inflation so far the role of past inflation is concerned. This has an important bearing upon the role of inflationary expectation in triggering inflation in the sense that given, past inflation experience feature partly in formation of expectation about future inflation, the adoption of inflation targeting seem to have worked in anchoring inflationary expectation, which happens to be a supposedly prime objective of this particular paradigm of monetary policy.

Table 2:    Inflation Rate Dynamics and Change in Policy Regime.
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Source: Author’s computation from Database on Indian Economy, RBI (2018).

Significant at ***1%, **5%, and *10%, respectively.




Conclusion

Let us conclude the entire study. Firstly, the credibility of central bank goes a long way in determining the effectiveness of the inflating targeting monetary policy. However, the rate of monetary transmission is crucial control factor in this context. Secondly, the discrepancy between actual inflation and the targeted (the inflation gap) varies inversely with degree of monetary transmission and reaction impulse of the central bank or monetary authority while directly with the extent to which the inflation expectation on part of the private economics are sensitive. Thirdly, the extent to central bank can anchor the expectation regarding long-run inflation depends crucially on the credentials it has in controlling inflation. This implies that the persistence of inflation is significantly explained by the credibility of monetary authority in the regime of inflation targeting monetary policy. Fourthly, the nature of inflation–output dynamics in the aftermath of any adverse supply shock in a closed economy with inflation targeting monetary policy depends crucially on the degree of central bank’s credibility and the extent of monetary transmission. And finally, empirical finding base on Indian economy strongly hints at the positive outcome inflation targeting monetary policy mechanism in reigning in inflationary expectations.
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Chapter 3

Measuring the Effectiveness of Official Development Assistance on the Economic Growth of Developing Countries: A 2009–2013 Analysis

Enrico Ivaldi and Marta Santagata


Overview

Aware of the great differences between the North and the South of the world, the international community has shown, since 1960s, an increasingly broader interest in international development cooperation: since 1960, when 17 new countries and former colonies joined the UN, the organization had to make room for unprecedented questions on its agenda (Caffarena, 2009). While in the immediate post-war period the focus was on the reconstruction of Europe, and the theme of international cooperation with the underdeveloped countries had been considered a marginal topic, as early as 1962, 36 developing countries met in an economic conference in Cairo, and, for the first time, the three blocks of Asia, Africa, and South America joined to make common demands. It was under the pressure of these countries that, one month later, the Economic and Social Council decided to convene a major international conference on trade and development issues. The conference opened in Geneva two years later, in 1964, and it was on this occasion that the “Group 77” was born. The group then grew to 132 members, with the will to coordinate the requests of the poorest nations toward the North of the world. When the conference ended it was transformed into a permanent structure that was a subsidiary organ of the General Assembly: the United Nations Conference on Trade and Development (UNCTAD). The UNCTAD proved ineffective with respect to the results it concretely obtained, but its creation represented the beginning of the Third World countries’ awareness of the global problems of development and the responsibility of the Western countries’ political and economic policies for many of the difficulties they were facing. From this historical moment, we can say that the Official Development Assistance (ODA) has had a notable boost (Polsi, 2006).

Alongside theoretical studies that highlighted the critical issues of this tool (Alesina & Dollar 2000; Azam & Laffront, 2003; Edgren, 1996; Mertens, 2002; Paldam, 1997; Paul, 2006; Svensson 2000a, 2000b, 2003) several empirical analyses were carried out to test the influence of aid on economic growth, often leading to discordant results (Burnside & Dollar, 2000, 2004; Chenery & Carter, 1973; Cordella & Dell’Arriccia, 2002; Duc, 2006; Easterly, 2003; Ekanayake & Chatrna, 2010; Fayssa & El-Kaissy, 1999; Knack, 2001; Mosley, 1980; Mosley, Hudson, & Horrell, 1987; Murphy & Tresp, 2006; Ouattara & Strobl, 2003; Papanek, 1973; Snyder, 1993).

We can draw different perspectives with which to analyze the theoretical literature: two of the main ones can be traced, on the one hand, to the models that attribute the responsibility of underdevelopment to the conditions of the receiving countries and, on the other hand, to those that blame the dysfunctions on failures in relationships between donor and recipient countries (Paul, 2006).

In the first case, the starting point of the models is that the donors, with their funding, change the incentives of the receiving government and the political and economic balance of that country. In addition, it is assumed that governments are composed of different interest groups, financial resources can be used either to finance development projects and/or for the poor and for the ruling elite through transfers, and that donors are normally treated as aggregate altruistic units. The literature offers different perspectives of analysis. Peter Boone (1996), concentrating on the domestic political process, concludes that aid becomes effective only if conditional on political reforms and only if it is not fungible. In fact, in his study it emerges that, although in all types of regime aid goes to finance the elites, in the liberal-democratic regimes, all other conditions being equal, a better condition of the poorer classes is estimated: aid aimed at supporting new liberal regimes (through aid conditional on structural reforms) would be a more effective way of improving the condition of the poorest people. Svensson (2000a), wondering why the macroeconomic impact of foreign aid had been so poor, notes that the presence of interest groups in the receiving country inevitably leads to situations of corruption in which the rent-seeking activity proliferates and it does not lead to any improvement for the community.

Turning to the second line of models, instead, the aim is to rediscover the root causes of ineffectiveness of aid not only in the economic political system of the receiving countries but also, and above all, within the limits of the system and the relations of assistance in which aid is issued. Part of the literature has focused on diverging interests between donor and recipient countries, that is, agency problems. In fact, the donor asks the recipient to do something in exchange for aid, but the recipient’s acquiescence is always subject to moral hazard and adverse selection (Mertens, 2002). In this context, the study by Azam and Laffront (2003) can be cited. They argue that the donor, the North, wants to obtain a high level of international public good, that is the increase in consumption by the poor in the South, whose rich government is the agent. The only way to make effective the donor’s goal of increasing the consumption of the poor is to overcome the problems of moral hazard on the part of the receiving government through the application of conditional contracts that take into consideration the strategic behavior of governments. However, when the characteristics of the receiving country are not completely observable, the conditionality is incomplete and involves numerous problems linked to an inefficient allocation of resources. Therefore, the solution should be to ensure that the governments of the receiving countries themselves are responsible for the implementation of development projects and poverty reduction (Cordella & Dell’Arriccia, 2002). Studies carried out in this field are not limited to the agency problems: problems at the system level have also received great attention. Providing aid according to the needs of the poor is a disincentive for the governments of the receiving countries to implement policies to increase the well-being of the poor. Governments are not encouraged to make those structural reforms that will reduce the amount of aid received in the future and the donor is not perfectly able to understand whether the country has not been able to alleviate poverty, or has not deliberately done so (Svensson, 2000b). Furthermore, on the donor side, the low opportunity cost of aid provided leads the donor countries to provide aid ex ante systematically, without considering the recipient’s performance and without taking into account other possible beneficiaries. Several demonstrations have been made of why the opportunity cost is low; one can think of the simple fact that spending the budget would represent a key objective in itself (Edgren, 1996; Paldam, 1997) and that leaving resources unused would be a sign that the department is malfunctioning. With a system of aid granted ex post there would be two advantages: the opportunity cost of aid increases, so the donor has more interest in seeing the development policies implemented (in this system the donor can only grant aid to those implementing good development policies), and the competition between the different beneficiaries will make the system more efficient, since the donor will be able to evaluate the common shocks (Svensson, 2003). Finally, Alesina and Dollar (2000), questioning the methods for allocating foreign aid, find evidence that the direction of aid is not due to economic needs and to the performance of recipients, but above all to strategic and political considerations. In their study the determining factors turn out to be the colonial past and the political alliances.

The empirical literature regarding the effectiveness of development aid leads to various results and while in some cases the relationship between development and aid seems to be positive, in others it is negative. The results are differentiated according to the different models used, the different periods of time considered and the different data analyzed. In this last part, we mention some of the works that we consider to be of greater importance to understand the object of our study. In 1973, Papanek performed a regression analysis on a series of cross-country data (34 countries in the 1950s and 1960s), examining foreign aid, foreign investments, other flows, and domestic savings as separate explanatory variables: what he observed was that foreign aid had a substantially greater effect on growth than the other variables. Savings and other foreign flows account for about a third of growth and there is no significant relationship between aid and private foreign investment. Also Chenery and Carter (1973) carried out a study on the ODA flows in 50 countries and concluded that the effects of aid vary depending on the different groups of countries: while for five countries (Taiwan, Korea, Iran, Thailand, and Kenya) growth is accelerated, for another six (India, Colombia, Ghana, Tunisia, Ceylon, and Chile) it is delayed. Based on Papanek’s model, then extended by Mosley (1980) and Mosley et al. (1987); Snyder (1993) analyzed the relationship between the flow of foreign aid and the GDP growth rate of 69 developing countries over three periods (1960s, 1970s, and 1980–1987), taking into account the size of the country in terms of GDP. His findings stated that, when the size of the country is not taken into account, the effects of aid are not significant and very limited, but, taking this factor into account, the coefficient associated with aid becomes positive and significant. A turning point at the level of empirical studies is represented by the work by Burnside and Dollar (2000). The two authors analyze the relationship between foreign aid, economic policies, and per capita GDP growth. Their analysis was based on a new hypothesis: aid affects growth, but the positive impact depends on the policies that influence growth. According to the two authors, in general, the growth rate of the countries depends on the initial income, political and institutional distortions, aid, and the interaction between aid and the distortions. What emerges from their study is that aid can be effective where the good policy index is higher. From the study by Fayssa and El-Kaissy (1999), covering some 80 countries observed from 1971 to 1990, it emerges that foreign aid has a positive effect on the economic growth of less developed countries. One of the political implications of their work concerns the fact that aid flows must be additive to national savings and not substitutes for this. Knack (2001), instead, carried out a study starting from the assumption that good governance is crucial for a rapid and sustained growth of per capita GDP in the poorest countries. According to the author, dependence on aid would undermine institutional quality by encouraging rent-seeking and corruption, fomenting conflicts to control aid received, and relieving the pressure to reform inefficient policies and institutions. The cross-country data analysis proposed by Knack provides evidence that high levels of aid would worsen the quality of governance, measured in terms of quality indicators of bureaucracy, corruption, and the rule of law. Ouattara and Strob (2003) proposed a solution to the ambiguities arising from empirical studies prior to theirs: the ambiguity derives from ignoring the different types of aid, such as project aid and program aid. From their analysis, it would thus be clear that project aid would have a positive effect on growth, but that program aid, on the contrary, would have a negative effect. Moreover, the two economists find no evidence of the influence of the “good policy” variable in the study of aid effectiveness. In a relevant study by Easterly (2003) refuted the argument by Burnside and Dollar (2004) about the relationship between good policy and aid effectiveness, according to which aid would promote growth if inserted in a context of good policy. Easterly argues, in fact, that this conclusion would not have been the same if a different database had been analyzed, and if different definitions of “aid,” “politics,” or “growth” were used. The conclusion of his work is that aid should set itself more modest goals, “helping some people in some moments,” and not pretending to be catalysts of the great transformations of society. Burnside and Dollar (2004) carried out a review of the previous work using a new database related to the 1990s. Their most important conclusion deriving from the cross-country analysis is that there is more evidence that aid would have greater impact on growth if linked to a good institutional quality, compared to the alternative hypothesis that aid would not be effective in any case. Duc (2006) analyzed cross-section data in the period 1975–2000 and found evidence that aid would be correlated significantly and negatively to the growth of developing countries. The peculiarity was, however, that Duc found a positive correlation for the countries of the hinterland and of Southeast Asia in the period 1992–2000, as well as a strong divergence of trends among the countries of the dataset. Thus Duc’s work shows above all that the aid system mostly leads to penalizing the growth of underdeveloped countries and that positive experiences should be analyzed to draw lessons for the other developing countries. Murphy and Tresp (2006) returned to consider the role of economic policy in determining the effectiveness of aid in creating economic growth in developing countries. Starting from the work of Burnside and Dollar (2000), in fact, the two authors update and modify the dataset originally used by the latter to consider the criticism proposed by Easterly (2001). Their conclusion is that the relationship between aid, politics, and economic growth is very tenuous and it can only exist for some groups of countries analyzed. The relationship would be proven using the same Burnside and Dollar dataset, but would disappear when the analysis extends to a number of countries. Presenting a new model in which a non-linear relationship is assumed, the two authors finally reach the same conclusions of Easterly, finding little support to the thesis of Burnside and Dollar. Lastly, Ekanayake and Chatrna (2010) explored the hypothesis that aid would be effective in promoting growth by building a dataset composed of 85 developing countries in the years 1980–2007. The two authors conducted their analysis taking into account regional divisions and different classes of income and their results lead to different conclusions:


	By regressing the complete dataset they observed a negative coefficient for all four time periods (1980–1989, 1990–1999, 2000–2007, 1980–2007) even if this coefficient was not statistically significant.


	By regressing the dataset divided into regional groups (Asia, Africa, and Latin America) the observed coefficient has a negative sign for the Asian and Latin American countries, but a positive one for the African countries, even if in this case none of the three coefficients is significant.


	Carrying out the analysis by dividing the countries according to income, a positive coefficient was observed for “low-income” and “upper-middle income” countries, and a negative one for the “lower-middle income” countries, even if the significance of the coefficients has not been proven.







Empirical Analysis and Results

Starting from the hypothesis by which the GDP per capita, which is a fundamental measure for assessing the conditions of an economy, depends on a series of variables that at a theoretical level can be supposed to be positively or negatively correlated with it, a model was built with the intent of observing whether this relationship was proven by the analysis of our database. Once the model was developed, the variable related to aid was included among the explanatory variables. Then, knowing economically the impact of certain variables, such as inflation, civil wars, and population growth, and once verified that the sign of their coefficients in the model was consistent with what would be expected with respect to economic theory, the sign of the coefficient assigned to the ODAs was observed.

The dataset created for the analysis contains a total of 92 countries, observed for five years, from 2009 to 2013, thus creating a panel dataset, for a total of 460 observations using World Bank source data.

The final list of countries taken into consideration is the result of a research that began with the inclusion in the dataset of all the countries that were beneficiaries of the ODA among those in the World Bank databases. By adding the various variables that, in line with other theoretical and empirical works, have been considered important in the determination of per capita GDP, countries were gradually eliminated for which the observations of one or more explanatory variables were not present.

The 92 final countries are divided into “low income” (24 countries: Benin, Burkina Faso, Burundi, Cambodia, Central Africa, Chad, Congo DR, Ethiopia, The Gambia, Guinea, Guinea-Bissau, Liberia, Madagascar, Malawi, Mali, Mozambique, Nepal, Niger, Rwanda, Sierra Leone, Tanzania, Togo, Uganda, and Zimbabwe), “lower middle income” (34 countries: Armenia, Bangladesh, Bhutan, Bolivia, Bosnia, Cameroon, Congo R, Cote d’Ivoire, Egypt, El Salvador, Georgia, Ghana, Guatemala, India, Indonesia, Kenya, Kyrgyz Republic, Laos PDR, Lesotho, Mauritania, Moldova, Morocco, Nicaragua, Nigeria, Pakistan, Philippines, Senegal, Sri Lanka, Swaziland, Tajikistan, Timor-Leste, Ukraine, Vanuatu, and Vietnam), and “upper middle income” (34 countries: Albania, Azerbaijan, Belarus, Belize, Bosnia, Botswana, Brazil, China, Colombia, Costa Rica, Dominican Republic, Ecuador, Gabon, Jamaica, Jordan, Kazakhstan, Macedonia, Malaysia, Mauritius, Mexico, Mongolia, Montenegro, Namibia, Panama, Paraguay, Peru, Serbia, South Africa, St Lucia, St. Vincent and the Grenadines, Thailand, Tonga, Tunisia, and Turkey), as classified by the World Bank.

The explanatory variables of our model are: (a) GDP at time zero (2009); (b) ODA ratio on GDP; (c) investment ratio on GDP; (d) inflation higher than 15%; (e) growth rate of population; (f) openness degree ((IMP + EXP)/GDP); (g) population aged 0–14 (%); (h) control of corruption; (i) civil war; (j) government effectiveness; (k) regional dummies (“Europe and Central Asia”); (l) “South Asia”; (m) “East Asia and Pacific”; (n) “Middle East and North Africa”; (o) “Sub-Saharan Africa”; (p) “Latin America and Caribbean”; (q) finally, dummy related to income (“Low-income”); (r) “Lower-middle income”; and (s) “Upper-middle income.”

The data relating to GDP was found in the World Bank dataset “World Development Indicators”, as well as the data on the ODA, that was set in relation to the GDP of the corresponding year for which the countries were observed. Data on the percentage of the population under the age of 14, on inflation and on the ratio between investments and GDP (INV/GDP) was also found in the aforementioned dataset. Regarding the INV/GDP indicator, since it is not available for many of the developing countries, the “gross fixed capital formation” indicator has been used in relation to GDP, as proposed by E. M. Ekanayake and Chatrna (2010). However, a cumulative variable was constructed, that is, the value of the “gross fixed capital formation” index was added in the year under consideration with the value assumed by that index over the previous four years, and then this cumulated value was put in relation to the GDP of the year taken into consideration. Regarding the degree of openness, given by the sum of exports and imports in relation to GDP, the variable was constructed indicating three possible levels: low, equal to 1; average, equal to 2; and high, equal to 3. Considering the minimum and maximum value of the distribution, value 1 was assigned to the countries that had a level of openness lower than or equal to 56.5%, value 2 to those with a value between 56.5% and 113%, and, finally, value 3 where 113% is exceeded. Inflation was constructed as a dummy variable, observing values above 15% (dummy values 1), as it seemed likely that only high values of inflation could negatively affect the conditions of an economy.

As regarding the dummy on civil wars (1 presence of a conflict, 0 absence of a conflict for that year), it indicates the presence or absence of a civil conflict on the territory of the analyzed country. To build this variable, a dataset provided by the Department of Peace and Conflict Research was used: “UCDP/PRIO armed conflict dataset.” On the basis of the analyzed dataset, countries were considered affected by a civil war when the dataset reported a type 3 conflict (internal armed conflict: between the government of a state and one or more opposition groups without the intervention of third states) or type 4 (internationalized armed conflict: between the government of a state and one or more internal opposition groups with the intervention of third states in support of one or more parties in the conflict). Types 1 and 2 conflicts were excluded.

Regional dummies follow the World Bank subdivision: “Europe & Central Asia dummy,” “South Asia dummy,” “East Asia & Pacific dummy,” “Middle East & North Africa dummy,” “Sub-Saharan Africa dummy,” and “Latin America & Caribbean dummy.”

The dummies relating to income, like the regional ones, follow the World Bank classification: “Low-income,” “Lower-middle income,” and “Upper-middle income.”

Finally, two interesting indicators were added, namely the control of corruption and the effectiveness of governance, chosen from the six indicators of the World Bank’s “Worldwide Governance Indicators” dataset. In particular, corruption control captures the perception of the extent to which public authorities are used for private gains. The indicator assigns a score to each state ranging from −2.5 to +2.5 for countries where the state and public powers seem to be more detached from the private interests of the elite. Government effectiveness, on the other hand, captures the perception of the quality of public and social services and their independence from political pressures, the quality of policy formulation and their implementation, and the credibility of the government’s commitment to such policies. Like the previous indicator, the range goes from −2.5 to +2.5.

In the first model, the independent variables are (a) the initial GDP; (c) the share of investments accumulated with respect to GDP; (c) the dummy on inflation; (d) the growth rate of population; (e) the degree of openness; and (f) the share of the population under the age of 15.

The statistically significant variables (Table 1) are those related to investments, inflation, the growth rate of the population, and the share of the population aged between 0 and 14.

All these variables have coefficients in line with what we would expect from an economic theory point of view: investments, as well as the growth rate of the population that was used as a proxy variable of the workforce have a positive coefficient, while inflation rates over 15% and the share of the population aged under 15 have negative values.

The other variables, although not statistically significant, still have coefficients in line with what would be expected: initial GDP positively affects per capita GDP and thus also the degree of openness.

Table 1:    OLS Estimates Model 1.

[image: image]

Source: Authors’ own estimates.

Adding to the initial model the variable “ODA/GDP” (b) one observes the coefficient of development aid on GDP (Table 2). The model has a negative and significant coefficient for the ODA/GDP variable and provides a first indication of the fact that aid prevents rather than favors the increase in GDP.

After this preliminary intuition we use the stepwise forward regression, which is a method of selecting independent variables in order to select a set of predictors that have the best relationship with the dependent variable. This method allows us to observe which optimal model is obtained starting from a model containing all the explanatory variables previously examined in subgroups and also to perform the opposite operation, that is, starting from the first model analyzed and observing which variables are inserted (Flom & Cassell, 2007).

Starting from model 1, the following model is set as the final model:

The explanatory variables resulting from the stepwise analysis are reported in Table 3. Let us look at how initial GDP (a) has a positive effect on per capita GDP, as well as investments (c), population growth (e), and degree of openness (f), while inflation (d) and the share of the population aged 0–14 (g) have a negative sign, exactly as in model 1 of Table 1.

Table 2:    OLS Estimates Model 2.
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Source: Authors’ own estimates.

Table 3:    Stepwise Regression (Direction = Forward).
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Source: Authors’ own estimates.

In addition to this, the dummy “Upper middle income” (s) and “Low income” (q) obviously have a positive and negative coefficient, respectively, the government effectiveness (j) positively affects the per capita GDP, the ODA (b) have a negative correlation, the regional dummies “South Asia and Pacific,” (l), “South Asia,” (p) and “Latin America and Caribbean” (q) have negative coefficients, the interaction between aid and government effectiveness has a negative coefficient, the interaction between aid and the regional dummies “South Asia” (l) and “East Asia and Pacific” (m) have a positive coefficient, the interaction between aid and the income dummies “Low income” and “Upper middle income” have positive and negative coefficients, respectively.

As in model 2 shown in Table 2, also in this model we can see the negative coefficient of aid and a series of positive interactions, among which we highlight that with the income dummies. Therefore, it would seem that the negative impact of aid can be mitigated by the fact that the country belongs to the group of low-income countries, while that would not be the case for the middle-high income countries.

In the analysis carried out, therefore, development aid has a statistically significant coefficient, in line with what was found by Duc (2006) and Ekanayake and Chatrna (2010). The result, however, goes against other studies that have detected a positive effect of aid as in Papanek (1973) and Fayssa and El Kaissy (1999).

Regional dummies gain relevance because, by interacting with aid, they give rise to statistically significant coefficients: significant interactions have been observed between aid and region the country belongs to, as tested by Duc (2006), even if the sign of the estimated coefficient corresponds only for the “East Asia” dummy, which in this work is positive, but does not correspond for the “South Asia” dummy, which has a negative coefficient in Duc’s work.

As for the observation that the negative effect of development aid could be mitigated by the fact of belonging to the class of very low-income countries, it is confirmed by the study by Ekanayake and Chatrna (2010): the two authors carried out regressions on three groups of countries divided by income and found that for the “low income” countries the aid coefficient was no longer negative even if the coefficient was not statistically significant. In this work, the interaction between aid and the “low income” dummy is not such as to eliminate the negative effect of income, but the positive sign is certainly an indication that makes us think we can partly confirm the thesis that aid could be more effective in low-income countries.




Conclusions

Our work retraced the fundamental stages in the literature and highlighted much discord on this debated topic. Although both theoretically and empirically the analyses carried out lead to results that are sometimes opposite, in both cases the studies have points in common. On a theoretical level, even if each model finds the causes of the inefficiency of aid at different levels of the system, each one has highlighted the defects of this system without denying its presence. In particular, we found that almost all the models highlighted the limits of the concept of “conditional aid” – that is not always able to overcome the problems of moral hazard and adverse selection –and the need for a new system that sees recipient countries as primary actors in the implementation process of development policies, and the donors more focused on achieving the objectives of poverty reduction: the simple act of providing aid cannot be considered sufficient, and the objective must be pursued in a concrete way by donor countries. Almost all the models start from the assumption that the donor is an altruistic entity, but the reality is much more complex and the donor countries are carriers of strategic and political interests such that the effective impact of aid is not their primary objective.

From an empirical point of view the analyses led to different results and even when aid has been deemed effective, often this effectiveness is conditioned by the presence or absence of other variables (Burnside & Dollar, 1997). Studies have shown that aid can be effective on some groups of countries but not on others (Chenery & Carter, 1973; Ekanayake & Chatrna, 2010). Other studies have shown a relationship by which the increase in aid is linked to an increase in corruption and a reduction in the quality of institutions (Knack, 2001). Even when conditions were set to observe the positive effect of aid on economic growth (Burnside &Dollar, 2000) these theses were then disproved (Easterly et al., 2003; Murphy & Tresp, 2006). The analyses that find a total ineffectiveness of aid (Duc, 2006) are then contrasted with other works that have, instead, supported its effectiveness (Fayssa & El-Kaissy, 1999). It is clear why the analyses often lead to discordant results, because the conclusions change according to the dataset used, the variables included in the models, the types of models applied and the countries analyzed. However, despite discordance in the conclusions, the empirical literature developed around this debate reflects the questions that the international community poses, and the very fact that these questions are posed casts doubt on the system of aid as it exists today and raises the need for reviewing it. At the same time, since effectiveness of aids is influenced by macroeconomics conditions of the recipient countries, a big role is played by the monetary policy of these countries (Prati & Tressel, 2006). Then, the focus of this huge debate should be not only about the effectiveness of the aids but also on the monetary response to aid inflows. Prati and Tressel present in their study three questions about the interconnection between the behavior of monetary authorities and aid flows and they point to both opportunities and risks for the conduct of monetary policy in aid-receiving countries.
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Chapter 4

The Link between Monetary Policy and Assets Prices in Nigeria

Ezebuilo Romanus Ukwueze, Oliver Ejike Ogbonna, Henry Thomas Asogwa and Ozoemena Stanley Nwodo


Overview

Monetary policy can act as growth catalyst by creating an enabling environment with appropriate incentives to empower innovative entrepreneurs to drive inclusive growth. Economic theory has identified five main monetary transmission channels through which monetary policy can affect real economy and promote growth, and they are interest rates, asset prices, exchange rates, credit, and expectations. Changes in monetary policy usually influence the aggregate demand, output growth, employment, and prices (inflation) through these transmission channels.

Asset prices are usually the quickest to respond to news, information, expectation, and policy changes. For example, mere announcement of the meeting of the monetary policy committee can trigger off changes in asset prices. In the same vein, even riots in some cities, calamities like earthquakes, attacks by terrorists, etc., can cause changes in asset prices. The implication of these examples is that asset price is apt to quick changes (volatile).

Stock prices are the quickest to react among all the other asset prices and therefore become the most closely monitored asset prices in the economy, being commonly regarded as the most highly sensitive to economic conditions. We should remember that stock market activities are strongly affected by the monetary policy actions due to the former’s influence on real sectors of the economy through their effect on investment, consumption, and cost of investment (Rigobon & Sack, 2001).

Stock prices often exhibit pronounced volatility and boom–bust cycles leading to concerns about sustained deviations from their “fundamental” values that, once corrected, may have significant adverse consequences for the broader economy. These boom–bust cycles can arise from expectations, news, and information that are regularly common place in the stock markets. Speculative bubbles in asset prices are viewed by many economists and policymakers as an important source of macroeconomic instability, with the bursting of some large bubble often pointed to as a key factor behind many financial crises (Gali, 2017). A monetary policy that focuses narrowly on inflation and output stability but which neglects the emergence and rapid growth of asset bubbles is often perceived as a potential risk to medium-term macroeconomic and financial stability (Borio & Lowe, 2002). Asset price bubbles, it was argued, are difficult if not outright impossible to identify or measure; and even if they could be observed, the interest rate would be too blunt an instrument to deal with them, for any significant adjustment in the latter aimed at containing the bubble may cause serious “collateral damage” in the form of lower prices for assets not affected by the bubble, and a greater risk of an economic downturn (Bernanke & Gertler, 2001).

Monetary policy has been cited as both a possible cause of asset price booms and a tool for defusing those booms before they can cause macroeconomic instability (Bordo & Wheelock, 2004). Ordinarily, policymakers should only be concerned with the changes in assets price volatility when two things happen: the first is that “non-fundamental” factors sometime underlie asset market volatility; and the second is that changes in asset prices unrelated to fundamental factors have potentially significant impacts on the rest of the economy. For policy purposes, monetary policy should not respond to changes in asset prices, except in cases as they signal changes or dangers in expected/anticipated inflation. This is because according to Bernanke and Gertler (2000), trying to stabilize asset prices per se is problematic for a variety of reasons, one of which is that it is nearly impossible to know for sure whether a given change in asset values results from fundamental factors, non-fundamental factors, or both.

The few studies on the links between monetary policy and asset prices used error correction model (ECM), except Onyeke (2016) who used vector autoregressive (VAR) in his analysis. The objectives of this study are to estimate the relationship between asset bubbles (especially stock variables) and monetary policy, and to estimate the responses of monetary policy and the asset shocks.




Literature Review

Discussion on the link between monetary policy and asset prices can be likened to the play between two dogs: one tends to fall for the other and later, the former falls for the latter. Here, the monetary authority makes a policy, the capital market reacts; a reaction from the financial market necessitates an action from the monetary authority, in turn. The two watch each other tenaciously and react accordingly. In general terms, central banks conduct monetary policies by influencing the conditions under which they indicate the percentage of a variable’s forecast error to satisfy the economy’s liquidity needs. The monetary authority provides liquidity to money market participants via changes in some items of the central bank balance or some measures that can influence interest rates more directly.

In the theoretical literature the most discussed policy issue is whether central banks should include asset prices in their reaction function. Bernanke and Gertler (2001) argue that price stability is the only objective of a central bank and asset prices have to be taken into account only as long as they signal changes in expected inflation. The authors, according to Furlanetto (2008), argue that the response to asset prices has destabilizing effects because it is almost impossible to know whether a change in asset prices is due to fundamental factors or not.

Researchers opine that in order to achieve sustainable price stability, the monetary authority should design policy not directly targeted at asset prices, but should respond to the effects of asset price fluctuations on real economic activity and inflation (Okina & Shiratsuka, 2002). However, Crochett (1998) states that

the prevailing consensus is that monetary policy should not target asset prices in any direct fashion but should rather focus on achieving price stability in goods markets and creating financial systems strong enough to survive asset price stability (Okina & Shiratsuka, 2002)

In this case, Bernanke and Gertler (1999) point out that a central bank aiming at stabilizing asset price itself is problematic for various reasons, one of which is that it is difficult to distinguish whether asset price fluctuations are induced by fundamentals or other factors, or both.

However, Bernanke and Gertler (2000) explored the implications of asset price volatility for the management of monetary policy. The study argued that asset prices become relevant only to the extent they may signal potential inflationary or deflationary forces, thus giving central banks the need to focus on underlying inflationary pressures through rules that directly target asset prices. The study, however, concluded with simulation of different policy rules in a small scale macromodel and comparative analysis of United States and Japanese monetary policy.

Levine and Zervos (1996) examined how strong empirical association between stock market development and long-run economic growth. Employing cross-country growth regressions they revealed that the predetermined component of stock market development is positively and robustly associated with long-run economic growth. Similarly, Borio and Lowe (2002) argued that financial imbalances can build up in a low inflation environment and that in some circumstances it is appropriate for policy to respond to contain these imbalances. The study argued that while low and stable inflation promotes financial stability, it also increases the likelihood that excess demand pressures show up first in credit aggregates and asset prices, rather than in goods and services prices. More so, Gilchrist and Leahy (2002) researched on asset prices and monetary policy by considering the appropriate policy response to two types of shocks that are associated with how asset prices affect the economy. The study found that the first set of shocks are the ones whose primary impact lies in the future such that these shocks affect the economy and asset prices through expectations of future growth, while the second set are shocks to net worth which directly impact the ability of firms to borrow and for consumers to lend.

Rigobon and Sack (2004) developed a new estimator that is based on the heteroskedasticity that exists in high-frequency data indicating that the response of asset prices to changes in monetary policy can be identified based on the increase in the variance of policy shocks. The findings showed that an increase in short-term interest rates results in a decline in stock prices and in an upward shift in the yield curve that becomes smaller at longer maturities. In line with the findings of several other studies, Ioannidis and Kontonikas (2008) investigating the impact of monetary policy on stock returns in 13 OECD countries over the period 1972–2002 also found that monetary policy shifts significantly affect stock returns, thereby supporting the notion of monetary policy transmission via the stock market. However, the interesting aspect of the study is the implication of the study that appeared in threefold making it different from other studies by proving that the findings are robust to various alternative measures of stock returns.

Okpara (2010) analyzed the effect of monetary policy on the Nigerian stock market returns, using the Two Stage Least Squares Method on a set of simultaneous equations to determine the long- and short-run dynamic properties of the equations. The study also found that, monetary policy is a significant determinant of long-run stock market returns in Nigeria. Despite that high treasury bill rate (TBR) reduces stock market returns but innovations of rate of interest can be a better predictor of stock market returns in Nigeria.

More so, Filis, Degiannakis, and Floros (2011) investigated the time-varying correlation between stock prices and oil prices for oil-importing and -exporting countries. Their finding, however, revealed that although time-varying correlation does not differ for oil-importing and -exporting economies, the correlation increases positively (negatively) in response to important aggregate demand-side (precautionary demand) oil price shocks, which are caused due to global business cycle’s fluctuations or world turmoil (i.e., wars).

As a follow up from the above, it indicates that from the supply side, oil price shocks do not influence the relationship of the two markets. The lagged correlation results show that oil prices exercise a negative effect in all stock markets, regardless the origin of the oil price shock. The only exception is the 2008 global financial crisis where the lagged oil prices exhibit a positive correlation with stock markets. So, argued that in periods of significant economic turmoil the oil market is not a safe haven for offering protection against stock market losses.

Nevertheless, Onyeiwu (2012) examined the impact of monetary policy on the Nigerian economy using the ordinary least squares method (OLS) to analyze data between 1981 and 2008. The finding also showed that monetary policy represented by money supply exerts a positive impact on GDP growth and balance of payment but negative impact on rate of inflation.

Nwakoby and Alajekwe (2016) investigated the effect of monetary policies on stock market performance in Nigeria from 1986 to 2013. Interestingly, the study adopted the Johansen co-integration, OLS and granger causality tests to prove that there is long-run relationship between monetary policy and stock market performance in Nigeria. Similarly, the result showed that monetary policy significantly explains 53% of changes in stock market performances in Nigeria. However, monetary policy rate (MPR) has insignificant positive effect on All Share Index (ASI) while lending rate has significant positive effect on ASI. Furthermore, TBR and liquidity ratio (LR) have insignificant negative effect on ASI in Nigeria; and deposit rate has a significant negative effect on ASI in Nigeria. The granger causality analyses showed that ASI has no causal relationship with MPR, TBR, and LR in Nigeria.

Osamwonyi and Evbayiro-Osagie (2017) investigated the relationship between macroeconomic variables and the Nigerian capital market index and revealed the relative influence of these variables on ASI of the Nigerian capital market. The study also showed that macroeconomic variables influence stock market index in Nigeria.

Oniore and Akatugba (2017) investigated the relationship between monetary policy and stock market prices and how monetary policy influences stock market prices, for the period 1985–2015 in Nigeria. The results indicated that MPR, credit to private sector, exchange rate, and broad money supply are positively related to stock market prices captured by the ASI in either the dynamic ordinary least squares (DOLS) or fully modified ordinary least squares (FMOLS) frameworks. More so, Lawal, Somoye, Babajide, and Nwanji (2018) examined the impact of the interactions between fiscal and monetary policies on stock market behavior (ASI) and the impact of the volatility of these interactions on the Nigerian stock market. The results show evidence of long-run relationship between ASI and Monetary-fiscal policies, while the volatility estimates show that the ASI volatility is largely sensitive to volatility in the interactions between the two policy instruments.




Data and Methodology

Estimating the relationship between monetary policy and asset prices is not all that trivial, as asset prices depend mostly on factors that are not observed, such as expectations and risk premium. However, the Bernanke and Getler (1999), hence Bernanke and Getler (BG) model provide a closer idea of the channel of relationship between monetary policy and asset prices. The core of the model is premised on the New Keynesian model with the spending equation, an aggregate supply linkage, and a policy measure showing the monetary authority’s response to expected inflation and GDP. Since asset price is not explicit in the New Keynesian model, the BG model introduced “financial accelerator” and wealth effects which specifies how the asset prices (booms and busts) can impact on aggregate spending.

In the BG model, it is to be noted that the promotion of financial stability is in nowhere related with the stoppage of asset price bubbles, which are not endogenous and not in any way affected by interest rates (Kahn, 2012). Rather, monetary policy role is to cushion the effects of the bubbles’ on aggregate demand, since a rise in the MPR will curb the expansionary effects of asset price hike, while a decrease in the monetary rate reduce the blow when prices fall.


Model Specification

To check the interactions between monetary policy and prices of assets in Nigeria, we estimate structural VAR (SVAR) model in line with that of Singh and Pattanaik (2012) adopting real GDP, price level (WPI), real interest rate, real stock price, TBR, and real exchange rate as the system variables. The standard structural system of the following form is considered:

[image: image]

Plausible controls in line with theories are imposed on the model to find out structural shocks in the system

[image: image]

One of the major assumptions of the model is that output shock is not endogenous hence not directly influenced by other macroeconomic aggregates in the system, so the whole coefficients in the system are subjected to zero. The price is expected to be impacted by the demand shocks contemporaneously not necessarily by other shocks in the system. The reaction function of monetary policy is assumed not to contemporaneously respond to output shocks, since it is believed that most of the time output information available to monetary authorities is with a time lag (Singh & Pattanaik, 2012). Also expectedly monetary policy reaction function reacts contemporaneously to price changes and exchange rate changes. Exchange rate enters the model due to the tendency of the monetary authority to maintain stability in Forex market.

Quarterly data from 1986 to 2016 obtained from the data base of the Central Bank of Nigeria Statistical Bulletin (2016) and that of the Nigerian Stock Exchange are used to estimate the VAR model at levels following Sims, Stock, and Watson (1990). The optimal lag length is based on Schwarz information criterion, Hannan-Quinn information criterion, and Akaike information criterion.






Discussion of Results

The SVAR estimated as presented in the Appendices 1–3 show Cholesky graphs and the impulse response function that indicate the different channels through which monetary policy may be influenced. Asset prices (i.e., an increase in prices) lead to a marginal increase in MPR in the short run and the impact stabilizes a bit in the medium term and becomes negative in the long run. Shocks in the asset prices signal an increase in the MPR of the Central Bank of Nigeria which tends to increase interest rate and reduces investment in the market. A shock in the exchange rate causes the MPR to increase in the short term and fizzles out in the medium and long run indicating that an increase in exchange rate cause MPR to increase in the short run, while the effect fizzles out in the medium and long run. Also, from graphs and the impulse response function, a shock in the inflation rate (increase in inflation rate) causes the MPR to decrease in the short run and increases in the long run, while a shock on the real GDP cause MPR to decrease both in the short run and the long run. Finally, from graphs and the impulse response function, a shock in Bank’s TBR (an increase in treasury bill) only causes the MPR to increase both in short, medium, and long term in Nigeria.

An important concern of this work is what should be the reaction of monetary policy instruments to asset prices shocks since the monetary policy can be used to influence the asset markets and with the increasing interest in the equity market, the market becomes a great concern to policymakers. It is expected that an increase in asset prices (asset price shock) would attract an immediate increase MPR which amounts to increase in interest rate to control the effect of the asset price shock.

Following from the second objective, the findings indicated in Appendices 1–3 show that a shock in asset prices causes a marginal increase in MPR in the short run and stabilizes it in the medium term, while it decreases in the long run. The result of impulse response function also indicated that TBR negatively responds and in a declining manner to a one standard deviation shock to the asset prices. The findings though not exactly in line with those of Okpara (2010) and Oniore and Akatugba (2017) who both found positive link between monetary policy and stock market prices, yet it has similar concluding findings of a positive reaction of monetary policy to asset price shock in Nigeria.

Table 1:    Decomposition of Fluctuations Caused to Monetary Policy Rate shock.

[image: image]

Source: Authors’ calculations using E-Views software.

The results of the decomposition of fluctuations in MPR in Nigeria caused by various macroeconomic shocks including asset price shocks are presented in Table 1. Although the asset price shock explains the insignificant part of variations in MPR in the short run, yet, in the long run, the influence exacted by the asset price shock to MPR progresses as the year runs by. However, it is the treasury bill shock that explains the largest proportion of variations in MPR over the medium to long run. The real GDP shock tends to have short- to medium-term impact on monetary policy (see Appendix 3).

Also, the variance decomposition analysis of changes in MPR in response to shocks in the system also reveals that asset price shocks explain slight significant variation in MPR in the long run, which also might inversely impact on the stock price movements given the causal relationship MPR and stock prices. In the first period, asset price exact only 0.5% influence on Treasury bill at short-run, but retreated to negative at the long-run (Appendix 3).




Conclusion

The chapter investigated the responses of monetary policy to asset prices shocks in Nigeria and through that the response of monetary policy to shocks on selected macroeconomic variables which include real GDP, exchange rate, TBR, inflation rate, and asset prices (proxied with stock prices), for the period 1985Q1 to 2016Q4. The SVAR modeling techniques were used for the analysis to measure to impulse responses of monetary policy to shocks in other variables.

The empirical results indicates a positive short run reaction of MPR to asset price shock in Nigeria indicating that in reaction to a shock in asset prices (increase in asset prices), MPR increase in the short run then tends toward negative in the medium and long term. The results show therefore, that in Nigeria, despite the unconformity nature of the monetary authorities, it still responds appropriately to the shocks in the system relative to the advanced economies, however, TBR accounts much to fluctuations in the monetary policy instrument based on the result of this finding. Hence the reality of capital flows through treasury bills fueling the rise in asset prices seems to be a major channel through which monetary policy is linked to asset prices. The central bank of Nigeria has a great role to play in regulating the treasury bill issuance to avoid shooting itself on the leg. However, there is need to assess the impact of asset price bubbles on other macroeconomic variables in Nigeria as a proof to the findings of this study since the analysis will definitely be needed in designing the nature and the timing of macroeconomic intervention mechanisms.
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Chapter 5

Negative and Low Deposit Rates and Penalty on Savers

B. Janakiraman

Abstract

Low interest rates around the world due to adaptive monetary policy regulations for some time a source of concern for the banking sector and depositors of the bank. In this environment, interest rates have raised concerns about nominal deposit interest rates which cannot be lowered below zero without destroying bank customers. Bank loans are becoming less vulnerable to lower interest rates on deposits approaching zero, indicating that the financial channel is weakened when interest rates are close to zero. Demographic pressures associated with longer life expectancy, China’s gradual integration into global financial markets and changes in supply and asset requirements are attributed as reasons for low interest rates. Volatility of CPI inflation, interest rates on bank deposits attracting income tax and discontented depositors due to lower rates are cited as reasons for the suffering of bank depositors. This chapter thus discusses the impact of negative rate on economic growth and bank customers besides discussing the future trends of negative interest rates.

Keywords: Negative interest rates; low interest rates; reasons; policy rates; central banks; economic growth

JEL classifications: E4; E5; E6


Introduction

It is a contentious scheme being tried in Japan and a larger part of Europe to boost anemic economies of nations: negative interest rates. Negative rates can be compared to a central bank’s edition of the children’s sport of hot potato – the potato is like money that no one wants to get left holding. Commercial banks have to pay a price for keeping funds in deposit with the central bank. By inflicting a charge on parking money safely with the central bank, the authorities intends to induce banks to lend their money, to businesses and consumers, where they can get higher returns. The purpose of this could be stimulating economic growth.

With the formal adoption of targeting the inflation in India by the Reserve Bank of India (RBI), the Fund Politics in India has changed a lot. With clear objectives, operational procedures and nominal anchoring, the monetary policy transfer mechanism has become more transparent. India currently has a flexible inflation target in the new monetary policy to maintain the CPI inflation rate in the medium term at 4% with a margin of 2% and a ceiling of 6%, and for these negative rates could be helpful to certain extent.

Despite significant monetary policy changes, according to Das (2002) and Mohanty and Rishab (2016), the monetary transmission is partial, asymmetrical, and slow. Absence of complete transition to bank loans and lower deposit rates has been errors in the recent monetary policy statements. The deficiency of absolute pass-through to bank lending and deposit rates has also been a concern in the recent statements of monetary policy. These reports regularly state that the pass through of previous policy rate cuts in the past by the banking system should be a precondition for more rate cuts in the future. Monetary transmission decomposing through the bank lending channel is done in two steps: first policy rates to bank lending rates; and secondly from lending rates to aggregate demand.

Mishra, Montiel, and Sengupta (2016) opined that not only is pass through from policy rate to banking lending rates is incomplete, but there is little observed data for any effect of monetary policy shocks on aggregate demand.

Nearly nine years have gone by since the seizure of global financial markets and a pointed economic decline in advanced economies, making the recovery painfully slower. Interest rates in the central banks of the major advanced economies remain close to the floor levels. This chapter examines the causes and outcomes of these exceptionally low and negative interest rates. First, we document a few of the main features of recent interest rate behavior. In particular, the fall in interest rates for long-term investments began several years before the recession crisis, suggesting that forces other than the financial crisis came into play, leading to a decline. In addition, the decline in profitability is mainly due to low real interest rates rather than a drop in inflation expectations. After all, it is a global phenomenon rather than a specific country phenomenon. We are also trying to put recent events in a historical context. The current experience seems very unusual in all respects.




Review of Literature

There are studies which located a relationship between bank size and interest rate. Rosen (2002) affirms that growing banks incline to give higher interest rates on deposits. Large banks in a market generally increase interest rates. Bank size can also be used as a proxy for economies of scale. If economies of scale are present, a larger bank size will mean lower average costs, which may be passed on to the depositors in higher deposit rates (Tokle & Tokle, 2000). According to Constancio (2016), the four main components – expected inflation over the life of the asset, the inflation premium, the real-time premium, and the expected interest rate on the real interest rate in the short term – contributed to the decline in nominal long-term interest rates. Credit policies of central banks may be linked to the setting of inflation targets in the 1990s, although inflation expectations have even fallen below this target for years to come. Real negative deposit rates were the norm and not the exception in Germany in the last decade (Coeure, 2016). In this sense, negative interest rates are not new; what is novel negative nominal interest rates.

Cvsa, Degeratu, and Ott-Wadhawan (2002) explain how bank customers respond to interest rate changes on certificates of deposit. The study reported only about this one-third of customers buy interest rates on renewals and only 5% of bank customers are changing the banks for the sake of interest rates. The investigation also revealed that the decision to choose a bank was not taken into account the interest rate. This suggests that customers prefer greater customer service than the interest rate. Cline and Brooks (2004) compare the interest rates calculated for traditional interest rate deposits and extended certificates of deposits. Extended certificates of deposit offer three additional options to depositors more than the traditional ones; the ability to add deposits; the ability to withdraw an amount once without penalty; and the ability to adjust the interest rate once to the current market interest rate.




Long-Term Risk-Free Interest Rates in India in Recent Times

We present recent trends in long-term interest rates observed in Indian banking industry. Fig. 1 clearly states how the interest rates have nosedived in the last five years. On November 11, 2013 the interest rates on long-term risk-free investments were hovering around 9%, whereas in November 2017 it has come down to 6.3%.


Reasons for Low Interest Rates

Having combined these different directions, we conclude that over the past two decades there has not been a single factor that can reduce real interest rates without risk in the long run. On the other hand, several factors at different times seem to have been more important. In particular:


	Demographic pressures associated with longer life expectancy and low birth rates are expected to be particularly significant in the first half of this period. It is likely that an increase in Chinese savings will have a particular impact on these demographic forces. However, this pressure is expected to weaken over the next few years, as the proportion of the population of middle-aged seniors is currently higher than that of the retirement age.


	China’s gradual integration into global financial markets may also put pressure on real interest rates around the world. The structure of this flow, which “rises” from developing to developed countries, is consistent with this statement.


	Although the decline in the propensity to invest seems less convincing to explain the downward trend in real interest rates before the crisis, it seems to explain the events that have occurred since 2008.


	Changes in supply and asset requirements can also put pressure on real risk-free rates, especially after the financial crisis. This is consistent with the increase in risk premiums for stocks in recent years, although other indications are less favorable.




[image: image]

Fig. 1:    Downfall of Interest Rates in the Last Five Years.
Source: Sketched by the Author on SBI Data. Retrieved from https://www.sbi.co.in/portal/web/interest-rates/old-interest-rates-last-10-years

In the light of these findings, will the downward pressure on the real equilibrium interest rate be sustained or should we expect the real rate to return to the historical rate of about two percent? We will return to this question later, taking into account some potential consequences if the existing low interest rate medium persists. Before that, we are conducting a case study of Japan, where the aging of the population is more pronounced than in most industrialized countries; Therefore, experience can help us better understand the consequences of the demographic factors analyzed above. In addition, Japan has been living with low interest rates for several decades.




How Low Interest Rates Affect Bank Depositors and Investors

Banks now have to pay the savings and term deposits interest at quarterly or longer intervals. In fact, all commercial banks in the country pay interest on a quarterly basis, which means that interest rates are adjusted quarterly as they accumulate is paid to investors or depositors at the end of each quarter. Banks, however, pay a monthly payment, but pay a little less for the interest paid in advance on the prepayment. For example, if one’s quarterly interest is 300 rupees, he/she will not get 100 rupees a month for three months but a little less than 100 rupees a month after deducting the advance deposit rate. In the savings (SB) deposits, most banks pay their interest twice a year, while several private banks pay quarterly interest rates.

The new RBI authorization, which allows banks to pay interest rates for shorter intervals than quarters, will affect banks to the extent that they should pay a little more interest for depositors if they keep the same rate interest that are currently offered. Some banks believe that they can easily increase the cost of deposits, although this may help banks attract customers with a small additional payment without increasing deposit rates. In this sense, another burden, albeit less, is that banks are unwilling to shorten the interval to pay interest on SB deposit and term deposits, on the basis of an unenthusiastic response from banks, even after almost four weeks of announcement by the RBI. The Union Bank is the only bank that has announced its intention to use the facility to pay interest on a monthly basis, and no other bank has come forward to act accordingly. Table 1 gives an example of how much the bank pays to the client or depositor. This is what one gets for 10% p.a.

Obviously, the interest rate is higher when paid monthly than the interest rate that is paid annually. It is obvious from Table 1 that smaller the interval, better the rate of interest, given that the interest is permitted to be accumulated with principal at the same rate until maturity. The annual equivalent rate demonstrates what percentage of interest the depositor will earn on simple interest basis taking into consideration how frequently the interest is credited to the principal and what consequence compounding will have on closing interest payment. This measure permits the depositor to evaluate how much the depositor will earn on an account where interest is paid or compounded monthly as against where interest is credited annually.

Table 1:    How Much the Bank Pays to the Client or Depositor at 10% p.a.?

[image: image]

Source: Prepared by the author.

RBI deregulated the rate of interest on SB accounts with effect from October 25, 2011 and it was presumed that many banks may propose higher rates of interest than existing rate of 4% prior to the deregulation. But it did not happen. Public sector banks have not raised the SB interest rate, which continues to be 4% as before. With the exception of a few small private banks, which offered fluctuating rates of 5% and 7% in SB accounts with balance in excess of Rs. 1 lac, none of the large banks in the public and private sectors had given higher rates even after seven years of deregulation by RBI. This clearly demonstrates the reluctance of banks to offer higher interest rates as it may be detrimental to the profitability of banks.

Bharatiya Mahila Bank announced in its inauguration that it will offer 4.5% annual interest on all accounts up to the balance at Rs. 1 lac and 5% in excess of Rs. 1 lac. While the RBI has deregulated interest rates and given liberty to banks to fix interest rates and the periodicity of payment of interest to depositors with a purpose to encourage competition for the advantage of the banking public, the truth is that banks are not willing to pass on the gains of liberalization to the public unless they are compelled to do so. While there is no proof of cartelization among banks in this respect, there is a herd mentality among banks to follow the larger banks, which are not eager to avail this option as they feel that dropping the interest payment period could increase interest costs and have a negative effect on their net interest margin.

Bank investors in this country receive a commodities transaction not only from commercial banks, but also from the regulator and the government, which remain silent and observe the suffering of depositors for the following reasons:


	CPI inflation has been volatile over the last two years, and now it is 10.09%, which has a negative impact on the lives of the country’s men. Before double-digit inflation, interest on bank deposits does not increase and remains at one digit, which has led to the erosion of bank depositors’ savings, since the banks’ fixed deposits have had a negative real return and the interest rate on the savings account is still low.


	As it would worsen, interest rates on bank deposits attract income tax at rates of 10–30% on the person receiving income by zone, which significantly reduces the bank, making life for all depositors banks/pensioners who depend on interest earn only on bank deposits for their livelihood.


	All banks charge interest on all their monthly payments, which means that the interest earned by them has been compounded each month, when the interest paid for all deposits, compounded quarterly. This is a clear example of bank discrimination against bank depositors vis-à-vis RBI.


	Banking activity in our country is a one-way street in the interest of banks to the detriment of bank customers. Although banks impose very severe fines on all deferred payments of all their customers, banks are not penalized for not fulfilling their obligations to customers. There are several cases in which banks treat customers without having to be punished for their own mistakes. The classic case of the famous “heads that I win, I lose” since the customer loses in both directions.


	Due to the negative profitability of bank deposits, discontented depositors, particularly retirees and seniors who cannot make ends meet, are investing their hard-earned savings in venture deposit companies, funds chit, and other Ponzi schemes. The highest yields offered, but could not return the customer on time.









Negative Rates


Meaning

As a general rule, depositors receive interest when depositing their money in banks. In the same mode, commercial banks that provide money to central banks receive interest. Negative interest rates put this deal at the reverse. |Depositors have to pay the banks to store their money safely, and central banks punish the banks for their CRR/SLR.




Relevance Today

All over the world central banks are using negative interest rates more and more to boost growth resulting in increased inflation. Currently, only central banks apply negative interest rates, but if the situation worsens, it is likely that commercial banks will also resort to negative interest rates which will be detrimental to the depositors relying on this income for livelihood.




Rationale Behind Negative Interest Rates

The idea is that negative interest rates persuade banks to spend instead of accumulating. The same applies to the public, who is asked not to save, but to spend.




Countries That Have Imposed a Negative Rate

Japan has the longest experience of low inflation and deflation, and recently, the Bank of Japan introduced negative interest rates. For their excess deposits, the banks will have a charge of 0.1%. Between July 2009 and September 2010, Sweden reduced its deposit rate to −0.25%, trying to avoid a deep recession after the 2008 banking collapse and the global financial crisis. It was resumed in July 2014 and the deposit rate is currently −1.25%. The Swedish Central Bank was the first country to set the price of a negative interest rate in February 2015, announcing a negative repo rate, the highest interest rate for commercial banks. Economists say that this is largely technical because of the functioning of its banking system.

Switzerland handed over a negative interest rate in December 2014. In the past, however, it has experimented with this; in 1972, it imposed 2% fine on foreign deposits. Denmark tried to ease the pressure on the current situation in July 2012 with a negative deposit rate for the period July 2012–April 2014. After a period of positive performance, it introduced a deposit rate of −0 from September 2014, 75% and more. Euro zone: 19 countries in the single currency area have had negative interest rates since June 2014. In June 2014, the deposit rate was set at −0.1% and decreased to −0.2% and −0.3% in December 2015.




Negative Rates and Economic Growth

Morgan Stanley analysts do not consider it a “dangerous experiment,” particularly for the banking sector. “We are concerned that this will reduce the profitability of the bank and create other systemic risks,” they said. They recognize that when negative interest rates were discussed for the first time, they supported the sentiment “because it ended with a debate over whether central banks had exhausted their ammunition.” This has changed. Michael Pearce, a leading economist, said: “Policy loosening has fuelled, rather than soothed, market fears.”

If stock market gyrations in Japanese banks are a test, there will be considerable turbulence. UBS analysts say Japanese bank prices fell about 30% after the Bank of Japan announced negative interest rates. Banks around the world have already intervened this year: euro area banks have fallen by 28% and Morgan Stanley analysts have calculated that bank profits will be reduced by 5–10%. Already the share prices of banks in India also witnessed a fall in prices, though for a different reason. According to Radhika M (2016), Usually, central bank like Reserve Bank of India uplift the economy by reducing interest rates, pumping more money into the system or both. In particular, the Bank of Japan has approved a three-tier system in which the outstanding balance of each financial institution is divided into three levels. Positive interest rate, a zero interest rate or a negative interest rate is applied to facilitate economic growth states Yoshino, N. F., Farhad, T.-H., & Miyamoto, H. (2017).




Negative Interest Rates and Bank Customers

Savings rates will be low and banks will look for profits from other sources. They could charge loans such as mortgages or ask for a charge on current account that could otherwise be considered “free.” It is feared that customers will resorting to withdraw money, although according to the Swedish Central Bank, there has been no significant increase in the use of cash in, Sweden, Switzerland, and Denmark. This is due to the fact that banks did not pass on negative interest rates to their clients, but this could change if negative interest rates were introduced for longer periods.




Future Trends of Negative Interest Rates

Swedish central bank opines: “The most obvious problem associated with negative interest rates is that cash will sooner or later become a viable alternative to keeping money in the bank.” Totally canceling the cash transactions and replacing it with electronic money or pay a tax on money; the so-called “Gesell tax” named after the economist Silvio Gesell, could also be an option. But whether our political leaders want to experiment this and how does it work in practice is not that clear.

Population pressure, which has increased the propensity to save since the late 1990s, has already reversed, with the share of retirees increasing. It looks like it will be a strong force that will drive down total savings over the next few decades.

The counter-current after the crisis should be eased once recovery is restored. Companies will probably be less cautious about investing because uncertainty is diminishing. And while the growth of investment opportunities in advanced economies is reduced for reasons motivated by advocates of secular stagnation, there should be certainly plenty of investment opportunities in the developing countries. Compensatory remedies may also be less pressing for heavily indebted households with rising incomes.

Moving a portfolio shift into safe assets can also begin to relax. China does not accumulate more US government bonds as it did before. And the preference for safe assets can also decrease as uncertainty decreases and risk appetite increases.
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Chapter 6

Re-examining Stock Market Efficiency in Nigeria Using Nonlinear Unit Root Tests

Adedoyin Isola Lawal, Afees Adebayo Salisu, Russell Olukayode Somoye, Abiola Ayopo Babajide and Joseph Niyan Taiwo


Introduction

Stock market plays important role in the economic development of a nation (Abdulkadir, Abdullah, & Wong, 2016). In the recent times, the debate on efficiency of the stock market has dominated literature without a consensus. The evidence of random walk or mean reverting processes is a key feature used to know whether or not a market is efficient. If market is efficient in its weak form, stock prices will be characterized by a unit root, this implies that shocks have permanent effects through the stochastic component (Hull & McGroarty, 2014; Kristoufek & Vosvrda, 2014a; Tuyon & Ahmad, 2016). On the other hand, mean reverting implies that shocks to stock prices are all temporary and that stock prices will eventually return to their trend path (Gozbasi, Kucokkaplan, & Nazlioglu, 2014; Tiwari & Kyophilavong, 2014). Inefficient market is key to aiding economic growth and promotes arbitrage opportunity among other things (Ayopo, Isola, & Olukayode, 2015; Lawal, Babajide, Nwanji, & Eluyela, 2018).

The factors associated with divergent views as to the efficiency nature of stock market could be traced to either the employment of different methods with different levels of restrictive assumptions and/or periods characterized with different stages of development, among other things. While a number of studies are of the views that stock market behavior does not follow a random walk (see inter alia Beltratti, Bortolotti, & Caccavaio, 2016; Chang, Luo, & Ren, 2014; Telatar & Hasanov, 2009; Narayan, 2006, 2008; Sensoy & Tabak, 2016); others have documented that stock market behaves in a way that is consistent with the efficient market hypothesis (EMH) (see inter alia Arshad, Rizvi, Ghani, & Duasa, 2016; Rizvi, Dewandaru, Bacha, & Masih, 2014; Yang & Pangastuti, 2016). This unresolved debate is not only limited to developed economies as it is also the case in emerging African stock markets. For instance, Bundoo (2017), Alagidede and Panagiotidis, (2009) among others, are of the views that African stock markets are efficient, while Jerret (2010), Nwosu, Orji, and Anagwu (2013), Afego (2012) among others hold a contrary view.

As noted by Gozbasi et al. (2014), nonlinearity in stock prices is important in examining the efficiency behavior of stock market, as it helps in avoiding misleading results. Transaction cost, market frictions, noise traders, short sales, bid ask spread, corporate restrictive application among others play leading role in nonlinearity of stock market prices. When the underlying nonlinear dynamics and structural breaks in the examined variables are ignored, results obtained from linear test become nonrobust and misleading. Furthermore, as noted by Kanellopoulos and Koutroulis (2016), linear models are limited in flexibility and explanation of nonlinear behavior, and when the data generating process (DGP) is nonlinear, linearity-based tests have low power to generate accurate result.

Existing literature on Nigeria stock market has focused on examining the efficiency nature of the market using linearity tests based on aggregate stock market data (see for instance Adelegan, 2004; Afego, 2012; Manasseh, Mathew, & Ogbuabor, 2017; Nwosa & Oseni, 2011; Obrimah, Alabi, & Ugo-Harry, 2015). This implies that results obtained from these studies could be misleading. The present study intends to re-examine the EMH for the Nigerian stock market within the context of nonlinearity test with focus on sectorial analysis of efficiency nature of the market. Nigeria is Africa’s largest economy and has a vibrant stock market. The nation plays strategic roles in the growth of the continent, for instance, it is the second largest recipient of Foreign direct investment (FDI) inflows (ranking next to South Africa and followed by Egypt) in Africa (IMF, 2016). It has the largest market size and smoothly shifted from being an underdeveloped economy to a global growth generator country (Lawal, Nwanji, Oye, & Adama, 2018; PWC, 2015). The activities of the Nigerian stock exchange allows for easy participation by foreign investors. Moreover, as an emerging economy, Nigeria is undergoing economic reforms and policy changes that might generate a nonlinear behavior for her stock market indexes. Beyond the identified salient features of the Nigerian economy, it is very important to state that availability of data is a prime motivator for choosing Nigeria in this research endeavor. The study first examined whether or not the Nigerian stock market is characterized by linear or nonlinear behavior through the use of Harvey, Leybourne, and Xiao (2008) methodology. We further test the validity of the EMH by employing the exponential smooth transition autoregressive process (ESTAR). Our results show that evidence exists to show that the Nigerian stock market is characterized by nonlinearity behavior; and that the Nigerian stock market is inefficient.




Literature Review

Stock market efficiency has important implication from the theoretical, empirical, and policy standpoints. An efficient market implies that shocks to stock markets are permanent, and the future returns cannot be predicted using historical prices. This scenario is often interpreted to reflect the existence of a random walk. An inefficient market on the other hand implies that evidence of stationary trend exist in the stock market behavior, such that shocks to asset prices are temporary, thus deviations in the price level will revert to their trend paths over time.

The results from empirical studies on stock market are at best mixed. Some scholars are of the view that random walk hypothesis (evidence of market efficiency) holds, see for instance Yang and Panagastuti (2016), Rejichi and Aloui (2012), Charfeddine and Ajmi (2013), Charfeddine (2014), Charfeddine and Guegan (2012), Luo, and Ren, among others, while others like Laopodis (2007), Stakic, Jovancai, and Kapor (2016), Blau, Brough, and Griffith (2017), Jones, Lew, and Yeager (2012), Flannery, Kwan, and Nimalendran (2013), Sensoy and Tabak (2015), Charfeddine and Khediri (2016), Lawal, Somoye, and Babajide (2017), Sukpitak and Hengpunya (2016), Sensoy (2013), Lim (2007), Lim, Brooks, and Hinich (2008), Lim, Brooks, and Kim (2008), Kristoufek and Vosvrda (2014b), Bariviera, Guercio, and Martinez (2014), Wang et al., (2017), Horta, Lagoa, and Martins (2014), Caporale and Zakirova (2017) among others are of the view that stock markets behaves in a way that negates the random walk hypothesis (i.e., stock market are mean reverting). The divergent opinions in literature could be traced to different methods, stages of the economic life, among other things. In order to maximize the returns on the market when operating in an inefficient market, investors at best adopt a contrarian investment strategy (given the potential occurrence of winner–loser reversal). On the other hand, smart investors would adopt momentum investment strategy under an efficient market condition.

Literature on stock market efficiency from Nigeria like other emerging economies is at best mixed. For instance, while Ayadi (1984), Omole (1997), Olowe (1999) provided evidences in favor of the EMH for the Nigerian stock market; others like Oludoyi (1997), Adelegan (2004), Nwosa and Oseni (2011), Afego (2012), Ayopo et al. (2015), and Ayopo, Isola and Olukayode (2016a, 2016b), Lawal, Nwanji, Adama, and Otekunrin (2017) stress that the Nigerian stock market is inefficient both at weak and semi-strong efficiency.

As noted by Kim and Ryu (2015), the unit root property of the DGP is a key to explain the true nature of efficient stock markets. Failure to examine the unit root property of the data before conducting efficiency test may lead to misleading results. In the same view, Gozbasi et al. (2014), Narayan, Lui, and Westerlund (2016), among others, highlighted the importance of calibrating sectorial analysis into the stock market efficiency framework. They stress that the assumption of homogeneity of firms, which is the main driver of aggregate-based stock price studies, does not always hold.

The existing literature from Nigeria failed to consider the nonlinear property of the DGP when examining stock market efficiency in Nigeria. Furthermore, no literature from any emerging African economies has considered calibrating sectorial analysis into the model of stock market efficiency. This study intends to fill this gap by first calibrating nonlinear property of the DGP into the unit root test framework for testing market efficiency. The study also calibrated sectorial analysis based on daily data sourced from Nigerian economy into the model.




Data and Methodology

This study used daily data (indexes) sourced from the Nigerian stock market (All Share Index) for the period January 3, 2000–December 30, 2017. It also employed data on 11 subsectors – financial services; agriculture; conglomerates; telecommunication; industrial goods; oil and gas, aviation, food and food product diversified; automobile and transport; pharmaceuticals and healthcare; and hospitality. Data for the study was obtained from the publications of CashCraft (www.cashcraft.com).


Methods

In order to ascertain the unit root properties of the data, Harvey et al. (2008) proposed two types of models: (i) when the time series are stationary (1(0); and (ii) when the series are nonstationary (1(1). In the first scenario, the model is as follows:

[image: image]

where p represents the number of lagsΔ represents the first difference operator. To test for the null hypothesis of linearity (H0, 1(0): β2 = β3 = 0) is tested against the alternatives hypothesis of nonlinearity (H1, 1(0): β2 ≠ 0 and/or β3 ≠ 0) by the use of Wald statistics defined as [image: image]. Here, T represents the number of observations, [image: image] and [image: image] are the residual sum of square from the unrestricted and restricted forms of equation (1), respectively.

For the second scenario, when the series are nonstationary (1(1)), the regression equation is as follows:

[image: image]

where the null hypothesis of linearity (H0, 1(1): λ2 = λ3 = 0) is tested against the alternative hypothesis of nonlinearity (H1, 1(0): λ2 ≠ 0 and/or λ3 ≠ 0) by the Wald statistics defined as [image: image] where [image: image] and [image: image] are as earlier defined.




Nonlinear Unit Root Rest Estimates

It is established in literature that when the true DGP is nonlinear, linearity-based test techniques has low power, thus will generate biased results. In order to overcome this, it is ethical to employ a nonlinear unit root test. Following Kim and Kim (2014), the study thus employed the following ESTAR such that:

[image: image]

where θ is a strictly positive scale parameter such that [image: image] represents a delay parameter. It is interesting to state that when rt–d is very big (when sectorial stock price indices significantly deviate from the national index), [image: image] becomes smaller, converging toward 0. The implication for this is that the stochastic process (3) becomes a stationary AR(1) process (1 + ξ = p < 1). However, when rt–d is close to zero, then rt becomes a unit root process. Equation (3) can be re-written as follows:

[image: image]

Here, ξ is not identified under the unit root null hypothesis, this is referred to as “Davies problem.” To overcome this problem, Kapetanios et al. (2003) transformed it based on Taylor series expansion such that

[image: image]

The least square t-statistics for δ under the unit root null has the following asymptotic distribution

[image: image]

where W(z) represents the standard Brownian motion defined on s ∈ [0,1]. When the error terms (εt) are serially correlated, equation (6) can be augmented such that:

[image: image]

The study tested the data for both when an intercept is included and when and intercept and time trend are included.

In order to further establish the reliability of the results, the study examined the existence or otherwise of structural breaks in the model by employing the recently developed GARCH unit root test by Narayan and Liu (2015). Narayan and Liu (2015) unit root test allows for up to two structural breaks have better size and power, and addresses the presence of heteroskedascity and structural breaks simultaneously and gives more robust results when compared with other unit root tests like augmented Dickey-Fuller (ADF), Lee and Strazicich (2003), Narayan and Popp (2010), among others (Lawal, Nwanji, Asaleye, & Ahmed, 2016). Following Mishra, Mishra, and Smyth (2014), we considered a GARCH (1, 1) unit root test as follows:

[image: image]

where B1t = 1 for t > TB1 = 0, TB1 represents the structural break points such that i = 1, 2. D1 and D2 represent break dummy coefficients. The Narayan and Liu (2015) is a test of joint maximum likelihood (ML), and uses sequential procedure to derive the estimate break dates. It also uses the ML t-ratio to test π with a heteroskedasticity consistent covariance matrix.






Results and Discussion

The descriptive statistics of the data used in this study are presented in Table 1. The stocks are sub-divided into 11 sectors based on industry listing classification of the Nigerian Stock Exchange. These sectors are financial services; agriculture; conglomerates; information and telecommunication (ICT); industrial goods; oil and gas, services, consumer goods; construction and real estate; healthcare; and natural resources. In terms of numbers of firms, financial services have the highest number of firms with 57 firms, followed by services with 24 firms and consumer goods with 23 firms. Natural resources have the lowest numbers of firms with only four firms listed on the floor of the exchange. From the results, it was observed that the mean stock returns vary from sector to sector, and ranges from 0.45 to 1.042. The mean return of agriculture is 0.45% and industrial goods is 0.788%. The volatility results as indicated by the coefficient of variance (CoV) shows that volatility varies across sectors with the highest being 14.898 for ICT. It was followed by the oil and gas sector with the CoV of about 12.289. The consumer goods sector seems to be the least volatile with CoV coefficient of about 4.09. The results from the Kurtosis as it is with most stock market return suggest that all the sectors are leptokurtic, this implies that the variables have thick-tailed distribution. The results from the skewness test are in line with that of kurtosis across all sectors. The result of the number of rejection of the null of no autocorrelation according to the Ljung-Box at 5% level for lag lengths of 1 and 12, AC1 and AC12 are also indicative of the fact that the data are no autocorrelated for most of the sectors investigated.

Table 1:    Descriptive Statistics.

[image: image]

Source: Authors computation 2018.

In order to know whether or not the series are characterized by a linear or nonlinear pattern, the study carried out the Wλ statistics test by Harvey et al. (2008). From the results presented in Panel A of Table 2, the null hypothesis of linearity is rejected for all series at least at 5% level of significance. This suggests that strong evidence abound to say that the Nigerian stock market indexes have nonlinear patterns, and that the stock market indices in Nigeria are asymmetric in nature. The implication is that results obtained through linear-based model could be misleading. This established the need for a new test within the context of nonlinearity test, which is the core objective of the current study.

The results of the nonlinearity unit root test for the series are presented in Panel B of Table 2. From the results, it can be deduced that we reject the null hypothesis for no less than seven sectors out of the 11 sectors that made up the Nigerian stock exchange sectors. This shows that for 64% of the stocks on the floor of the exchange, there is evidence of mean reversion, whereas for the remaining 36% evidence of random walk behavior exists. When we allow a time trend, the test rejects the null for an additional two sectors – conglomerates and industrial goods. This increased the influence of mean reversion process to about 82%. This is in line with the findings of Charfeddine and Khediri (2016) who observed that Gulf cooperation council (GCC) market inefficiency and elements of efficiency identified among these markets are time varying. Similar results were also reported by Arshad et al. (2016) for the members of organization of islamic conference (OIC). However, our findings contradict Afego (2012), Nwosu et al. (2013), who noted that African stock markets are efficient at least in the weak form.

In Table 3, we presents the results of the Narayan and Liu (2015) GARCH (1, 1) unit root test with two breaks in the intercepts. From the results, it can be deduced that there is evidence of mean reversion in eight out of the 11 sectors that made up the Nigerian Stock Exchange. The results further strengthen the need to factor in heteroskedacity of firms when stock market efficiency is being considered.

The periods studied is characterized by a number of dramatic changes that affects the economic, social, and political life of Nigeria which may have some consequences on the Nigerian Stock Exchange. Some of these events that may have led to the observed structural breaks in the Nigerian Stock Market are as follows:

The break dates could be traced to expenditure volatility that results into low quality government public spending characterized by many incomplete capital projects and heavy accrual of arrears of civil servants salaries and government contractors’ payments. This increased the level of volatility in the market as the market liquidity was drastically affected.

Between June 2013 and December 2016, the level of insurgency was on the increase especially in the North Eastern part of the country. This has significant impact on agricultural output as well as stock market. The Boko Haram menace was on the increase; worse still, the Fulani herdsmen – local farmers’ crisis spread like wild fire across the nation.

Table 2:    Linearity of Unit Root Test and Univariate Nonlinear Unit Root Tests.




	Panel A: Linearity Unit Root Test




	Index

	Wλ statistics




	Financial services

	26.85***




	Agriculture

	35.21**




	Conglomerates

	30.01***




	ICT

	28.21***




	Industrial goods

	27.56***




	Oil and gas

	28.66***




	Services

	55.32**




	Consumer goods

	29.45**




	Constructions and real estate

	27.95**




	Healthcare

	25.82***




	Natural resources

	34.52***









	Panel B: Univariate Nonlinear Unit Root Tests




	Sectorial index

	Non-Linearity Augmented Dickey-Fuller Test (NLADF)t

	NLADFC




	Financial services

	−2.632

	−3.418




	Agriculture

	−2.780***

	−3.112***




	Conglomerates

	−2.881

	−2.877**




	ICT

	−3.526**

	−3.321***




	Industrial goods

	−3.332

	−2.441**




	Oil and gas

	−2.231

	−2.440




	Services

	−1.831**

	−2.311***




	Consumer goods

	−3.274**

	−2.445**




	Construction and real estate

	−2.365*

	−2.241**




	Healthcare

	−2.541***

	−2.339***




	Natural resources

	−2.250*

	−3.220**






Source: Authors computation.

The critical values for [image: image] distributions: 9.21 (1%), 4.60 (10%), and 5.99 (5%).*, **, *** denotes 10%, 5% and 1% level of significant respectively.

Nigeria economy is monocultured with heavy reliance on oil. The volatility in the oil sector is often transmitted into the real sector because public expenditure in Nigeria is closely followed by current revenues, implying a direct transmission of the fluctuation in oil earnings to the domestic real economy. Experience shows that fiscal expansions due to increase in oil revenue is often characterized by domestic currency appreciation, this creates a Dutch disease syndrome, reduces competitiveness of the nonoil economy and the volatility of the stock market.

Table 3:    Narayan and Liu (2015) GARCH (1, 1) Unit Root Test with Two Structural Breaks in the Intercepts.

[image: image]

Source: Authors computation.

The adoption of the fiscal discipline measures with concerted efforts to de-link the connection between oil revenue and current fiscal expenditure boosted the foreign reserve from USD7.5 billion at the end of 2003 to about USD38 billion in July 2006. The significant improvement in the Nigeria fiscal and monetary policies crowds to the private sector, as evidence in the growth rate of credit to the private sector growing by 30.8% in 2005 far above target point of 22.5%.

Between 1999 and 2006, a number of reforms were introduced that sharpens the economic life of Nigeria. Some of the key reforms are privatization, the civil service reform, the banking sector reform, and trade policy reform. During this period, 116 enterprises were privatized. The banking sector reform characterized with bank consolidation exercise that lasted between mid-2004 and December 2005 had significant impact on the capital market. Besides these vital domestic events, a number of international events also sharpen Nigeria financial system. Some of these include the 2007–2008 global financial crisis/economic meltdown; the September 11, 2011 terrorist attack on the US; the US–Afghanistan war, US–Iraqi war, the Arab spring, among others.




Policy Implication

The rejection of the null hypothesis for 82% of the sectors has policy implications: (i) these findings suggest that the Nigerian stock market is inefficient and possesses a mean reverting process, thus shocks to the market are temporary. This provides room for arbitrage opportunities within the market. It also entails that when deviation within the markets are large, investors may adopt a contrarian investment strategy by short better performing assets while buying worse performing assets, as winner–loser reversals are likely to happen; (ii) since evidence abound that Nigeria stock market index contain both stationary and nonstationary series, with high percentage being stationary, investors are to actively engage in the transaction of stationary stocks so as to maximize their profits (see inter alia Narayan & Bannigidadmath, 2015; Narayan & Sharma, 2014; Narayan et al., 2015; Westerlund & Narayan, 2014, 2015; Westerlund et al., 2015); and (iii) another implication of our result is that, given the inefficient nature of the Nigerian stock market, global investors can establish a profitable investment strategy by using the price data so as to take advantage of the arbitrage opportunities within the market.




Conclusion

This chapter re-examined the validity of the EMH in Nigeria within the context of nonlinearity unit root test based on daily data sourced from January 3, 2000 to December 20, 2016. Unlike existing literature on the Nigeria economy that employed aggregate data set, the current study focuses on sectorial analysis. This is premised on the possibility of existence of heterogeneity among firms listed on the floor of the exchange, thus making results obtained from aggregate data misleading, owing to spuriousity.

Another motivation arises from the possibility of nonlinearity of the DGP. The study investigated the unit root properties of the data using Harvey et al. (2008) models, and observed that stock market indices in Nigeria are nonlinear and asymmetric in nature. This further motivates the use of ESPAR model in examining whether the Nigerian stock market follows a random walk process or is mean reverting. The result obtained shows that, overall, the Nigeria stock exchange is mean reverting, thus investors should maximize the market by adopting a contrarian investment strategy.
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Chapter 7

Optimal Monetary Policy Instruments for Nigeria

Richardson Kojo Edeme, Chinedu Uche Erobu and Aduku Ebikabowei Biedomo


Overview

Monetary policy is conducted especially in developing economies to ensure continued improvement in the liquidity conditions and enhance the efficacy of the financial market toward attaining the core objective of monetary and price stability (Bean, 2005; Central Bank of Nigeria (CBN), 2011; Regan, 2010). The essence of price stability is to avoid gyration in domestic price and lay the foundation for investment activities, hence a key indicator to gauge economic performance. When the price level is stable, it creates room for a well-informed consumption and investment decisions and allocate resources more efficiently. In agreement with this, Duguay (1994) and Ohale and Onyema (2002) assert that the achievement of other macroeconomic objectives like high and stable output and employment is greatly tied to the level of prices in conjunction with adequate liquidity. A change in the price level leads to a change in the aggregate quantity of goods and services consumed. In addition, a stable price level prevents unproductive activities to hedge against the negative impact of inflation or deflation. Beside, uncertainty about the price level imposes a risk premium that increases the cost of capital which negatively affects economic activities (Crawford, Meh, & Terajima, 2009).

Arising from the above, the monetary authorities ensure that prices are relatively stable in an economy through different approach. In Nigeria for example, the price stability objective is attained through the attainment and maintenance of inflation within the target range of 6–9% over the medium term (STANLIB, 2015; Treloar, 2013). The monetary policy authority cannot influence the price level directly and therefore use monetary policy instruments. Two main instruments used are interest rate which is the price of liquidity and supply of money stock which is the quantity of money in the economy. These policy instruments affect the general price level via different channels. There are three main channels through which interest rate influences the price level are demand channel, exchange rate, and the expectations channel (Duguay, 1994). With regard to the demand channel, an increase in interest rate slows down household consumption and investment. This can be explained by the fact that less money would be left after servicing debt, making the cost of borrowing more expensive. Considering the exchange rate, when there is an increase in interest rate, the domestic currency may appreciate. A stronger domestic currency weakens exports and reduces profitability. In respect of the expectation channel, price level expectations determine demand for wages and influences when firms adjust prices. Interaction exists between price level expectation and the price level because past price levels could influence future price level (Bergo, 2006; Cecchetti, Flores-Lagunes, & Krause, 2004).

For households to have confidence in monetary policy in improving welfare, firms, financial market participants must ensure that price level remain relatively low and stable, with future price level close to targeted price level within the short-term horizon. Beside the money supply and demand framework, Olweny and Chiluwe (2012) maintained that rise in stock of money supply leads to a fall in domestic interest rate while a fall in interest rate leads to depreciation of exchange rate and increased domestic price level, whereas an increase in money supply lowers the interest rate, therefore stimulating domestic investment and increase output, which result to reduction in prices level. However, to manage liquidity in the financial system and spur monetary policy instruments to signal its policy stance, different monetary intervention tools such as open market operations (OMO), discount window operations (DWO), and Cash Reserve Ratio (CRR) as employed. OMO is the purchase or sale of government securities by the central bank to the banking and non-banking public for liquidity management purposes. The sale of securities reduces banks’ reserves, and purchase of security increases banks reserve. Reserve requirements or CRR are the limit or proportion of customers’ deposits in approved liquid assets domestic banks are required to hold. Reserve requirement is a tool used to checkmate the amount of funds that domestic banks can use to grand loans to customers. If the reserve requirements increase, domestic banks lending will also reduce and, thus, the demand for hard currency (CBN, 2017).

Gichuki, Oduor, and Kosimbei (2012) held the view that the reserve requirements were mainly to change the stock of money and the quantity of money available in the economy, while DWOs only changed commercial bank interest rates but do not necessarily change the amount of liquidity held by the deposit money banks. As argued by Gichuki et al. (2012), although it is widely known that the stock of money and interest rate cannot be independently set, there has to be some level of relationship between the two instruments. They did not explain how the stock of money supply and the interest rate should be adjusted in response to economic conditions, therefore, in many cases, results to optimal choice problem that can be made precise empirically within the context of a well-formulated model.

The discussions above have exposed the benefits of monetary policy instruments in fostering growth. But in developing countries, especially Nigeria, monetary policies enunciated over the years by the monetary policy authority have failed to achieve the desired objectives, thus making the economy vulnerable. Available data reveal that inflationary rate, which have been two digits over the years has become one of the major macroeconomic problems facing Nigeria. To stem the ugly phenomenon, a lot of monetary policy measures have been introduced to control inflation and stabilize prices, using mostly interest rates and money supply which is the most frequently used monetary policy instruments to achieve the stabilization goal targeting at specific inflationary level. For instance, the inflation targets for 2008, 2009, 2010, 2011, and 2012 were 9.0, 8.2%, 11.2%, 12.0%, and 9.5%, respectively, but the actual rate was 15.1%, 13.9%, 11.8%, 10.3%, and 12.0%, respectively. For money supply, the targets were 29.25%, 13.75%, 24.64%, 15.20%, 14.52%, 15.24%, and 10.98% for 2010, 2011, 2012, 2013, 2014, 2015, and 2016, respectively, but the actual was 6.9%, 15.43%, 16.39%, 1.32%, 7.20%, 5.90%, and 18.45%, respectively (National Bureau of Statistics (NBS), 2017).

Without a clear optimal monetary policy instruments, all efforts to stimulate the economy through fiscal injections would be futile and keep the spending from spurring productive activities (CSEA, 2018). In developed and emerging economies, monetary policy has taken central role in macroeconomic policy framework and encourages rapid responses that leads to appropriate adjustments needed in macroeconomic policy objectives (Stuber, 2001). But the issue is not just about monetary policy; it is about the optimality of the monetary policy instruments. The concern is that monetary authorities may operate through either changes in interest rate or stock of money supply and not through both independently. It is therefore desirable to determine whether to use interest rate or stock of money supply as the best policy instrument. Although a major challenge in different countries is the attainment of sustainable output that is consistent with the natural or potential level of output, it is necessary that efforts of monetary policymakers in archiving this objective should be such that monetary policy rate set by central bank be optimal in order to instigate investment that encourages aggregate real output in the long run (Onanuga, Tella, & Osoba, 2016). But a situation where a combination of the policy is to be used, then the appropriate policy combination is a choice problem which this chapter is to empirically resolve. Until the monetary authority adopts the optimal monetary policy instruments that stimulate growth without increasing inflation, the journey for sustainable growth cannot truly begin.

Kareem, Afolabi, Raheem, and Bashir (2013) regard monetary policy as means through which monetary authority control money supply and inflation to achieving price stability. In their contribution, Gul, Mughal, and Rahim (2012) indicate that monetary policy is the manipulation of money supply and interest rate in order to ensure price stability. As its statutory responsibility, monetary authority influences either money supply or the interest rate at any particular point in time in pursuit of its targeted goals to achieve inflation and growth targets (Fujiwara & Wang, 2016). In line with the above, the optimal monetary policy instrument is the instrument between money supply and interest rate that is able to or better minimizes the expected loss in terms of the variations between the actual and targeted income. On this, Widjaja and Mardanugraha (2009) contend that the concern of a country’s monetary authority in terms of inflation stability or output growth cannot explain the direction of the nominal interest rate policy.

Woodford (2002) argues that the desirability of the observed tendency of central banks to adjust interest rates gradually in response to changes in economic conditions may indeed be optimal because it goes a long way in minimizing loss that penalizes inflation variations, deviations of output from potential and interest rate variability. In furtherance, Singh and Subramanian (2008) used fixed exchange rates, monetary targeting and inflation targeting to show that inflation targeting dominates under productivity while monetary targeting is the best during fiscal shock. Adopting a macroeconomic model, Fair (1987) examines the optimal choice of monetary policy instruments and the results show that both interest rate and money supply are good policy instruments. The results provide support to the choice of some economy using interest rate as its primary instrument which of course, depends on the openness of the economy. Shielding more light on the importance a country’s openness plays in the choice of non-cooperative policy regimes, Wang (2016) asserts that choosing different policy instruments generally leads to different equilibria. Paying specific attention to nominal interest rate could lead to non-attainment of equilibrium. While analyzing optimal rules regimes in the determination of optimal monetary policy discretionary or otherwise, Benchimol and Bounader (2018) found that flexible price level targeting dominates under discretion; flexible inflation targeting dominates under commitment while strict price level targeting dominates with the adoption of simple rules. Motivated by Friedman proposition, Chow and Shen (2004) sought to establish the relationship between money, price level, and output for the Chinese macroeconomy. The results reveal that in the first year after expansionary monetary shock, the impact was on real output while price was reduced in the long run. From the stabilizing role of monetary policy on the economy in the presence of real and nominal shocks perspective, Alogoskoufis (2015) reports that policy solely targeted at inflation could by optimal if the central bank is concerned with deviations of inflation from target, and not deviations of output from its natural level. Similar evidence was provided by Udom and Yaaba (2015) who allude that money supply was superior and optimal in stabilizing the economy than other instruments.

Contributing on the effectiveness of monetary policy dimension, Shokoofeh (2006) established that changes in money supply have no impact on mortgage interest rates. Similar studies that analyzed effect of interest rate and money supply on the economy include Zgambo and Chileshe (2014) that employed the autoregressive distributed lag (ARDL) and the vector autoregressive framework and found monetary aggregates as important instrument in the transmission of monetary policy while interest rate have no significant effects on output and prices. Gichuki et al. (2012) determined the optimal monetary policy instrument based on interest rate and reserve money and the findings indicate that with the desire to use only one instrument at a time, interest rate produced the least minimum loss in output, indicating the superiority of interest rate when compared with reserve money. Although Vargas and Cardozo (2012) further tested the efficacy of reserve requirements as an optimal monetary policy instrument in an inflation targeting regime, their opinion that optimal monetary policy is achieved when reserve requirements are of long term and setting interest rate based on the existing economic conditions.

Onanuga et al. (2016) made attempt to analyze and determine the effect of real output gap uncertainty on monetary policy rate. The results present evidence of uncertainty in the pattern of behavior of real output gap and inflation variables while the results from the GMM regression analysis suggests that uncertainty of real output gap and inflation significantly affect monetary policy, a pointer that monetary policy is less responsive to uncertainty of real output gap and inflation and more responsive to real output gap. But for developed countries, Starr (2005) had a contrary view the real effects of monetary policy are relatively modest due to flexible prices and wages, low monetization, thin credit markets, and inability to determine domestic interest rate independently of the capital markets.

The optimal choice of monetary policy instruments in a micromodel of money was the focus of the study by Bhattacharya and Singh (2007) which revealed that for real shocks, welfare was higher under money growth targeting. But where shocks were nominal and small, welfare was higher under inflation rate targeting. The study was able to expose the fact that under price level targeting, it is optimal to pursue an expansionary monetary policy goal. Gomis-Porqueras and Smith (2003) in a related study examined optimal level of interest rate smoothing under seasonal fluctuations with the concern to establish equilibrium under monetary and interest rate targeting. It was reported that liquidity shock needs relatively higher interest rate smoothing than endowment shocks. In the work of Pongsaparn (2001), although it was unclear whether interest or money supply is the most effective monetary policy instrument, the findings indicate that interaction between both monetary instruments promotes faster and sustainable growth.

In Kenya, Onderi and Njuru (2015) argued that despite series of monetary policies implemented toward achieving stable prices and fostering growth, the economy has been experiencing low growth and high inflationary rate. In the case of Nigeria, Olusola and Oluwatobi (2017) reports that even though monetary policy has not been efficient, it requires some adjustments before efficiency can be attained and impact considerably to growth process. In the attainment of, shocks from money supply and financial openness has great role to play.

None the less, from the literature review, it is worthy to determine the optimal policy instrument for Nigeria, especially from the macroperspective which previous studies have not addressed. This chapter attempts at determining optimal monetary policy instrument for Nigeria, with specific focus on choice between interest rates, money supply, or combination of the two.




Data and Methodology

The data employed in this study are basically quarterly time series sourced from CBN Statistical Bulletin and NBS Annual Abstract of Statistics. The non-stochastic linear version of the Hicksian IS–LM framework was adopted which assumes that there are two markets in the economy: the goods market and the money market, and they greatly influence economic activities. Accordingly, the level of economic activity and interest rates are simultaneously determined by the conditions in the two markets. Leaning extensively on Poole (1970), Gichuki et al. (2012), and Udom and Yaaba (2015), the goods market and the money market in an economy can be represented as:

[image: image]

[image: image]

where y is the national income, r the interest rate, and m the money supply.

Equation (1) depicts a linear combination of consumption and investment equations whose equilibrium condition is Y = C + I. In equation (2), the side before the equal sign is the stock of money while the side after the equal sign is the demand for money. The parameters in the equations vary over time because of fiscal policy measures and other factors such as private investment and economic policies that produce change in interest rate. Among the three variables (y, r, and m) in equations (1) and (2), r and m are endogenous while y is exogenous. In this regard, the monetary authority can influence r or m at any given period to achieve set goals or targets. If a random term is added into equations (1) and (2), new set of equations is obtained as follows:
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As argued by Benchimol and Bounader (2018), the optimal instrument is that which minimizes the expected loss function and therefore reduce the deviation of the actual income from the desired level of income. Assuming a quadratic loss function with a desired level of income denoted by y*, the variation of actual income from the desired level of income is deduced as:

[image: image]

As posited by Udom and Yaaba (2015), transformation of equations (3) and (4) which are in structural form to reduced form is the starting point toward getting the minimum expected loss under the interest rate instrument and the money supply instruments. This will result to stating the endogenous variables as a function of the exogenous variables. In order to ascertain the minimum expected loss under the interest rate instrument, we consider equation (3). Since this equation is already in its reduced form, there is no need for farther transformation. However, the minimum expected loss function is attained when r = r*. Hence augmenting equations (3) and (5) gives:

[image: image]

Differentiating equation (6) with respect to r and equating the derivative equal to zero would result to:

[image: image]

Dividing equation (7) by 2φ1 and taking the expectation of the result yields:

[image: image]

Equation (8) is the optimal value for interest rate (r*). Recall that the minimum expected loss is achieved when r = r* and since equation (3) is the reduced form interest rate equation, substituting r* for r in equation (3) gives;
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Since [image: image],

Then,

y = φ0 + y* − φ0 + e1

Thus,

[image: image]

Substituting equation (9) into the loss function (i.e., equation 5), we have

[image: image]

Equation (10) is a Lemma which denotes that the interest rate expected minimum loss is equal to the variance of the IS function, which represents the goods market. If the stock of money is chosen by the monetary authority as the instrument, then equation (4) is the equation to be considered. Since this equation is in structural form, firstly is to transform it to reduced form by making y in equation (4) to be a function of interest rate (r) and the stock of money (m) as shown below:

[image: image]

In order to eliminate y, equation (11) is substituted into equation (5) which is the loss function as shown in equation (12).

[image: image]

Differentiate the equation (12) with respect to m and equate the derivative to zero gives:

[image: image]

Taking the expectations and solving for m gives:

[image: image]

Equation (14) is the optimal value for the stock of money (m*). Again, following Poole (1970) and Gichuki et al. (2012), the minimum expected loss is achieved when m = m* if the money stock is the instrument. Equation (14), which is the optimal money stock equation, is therefore substituted into equations (3) and (4) and then the result is again substituted into the loss function (5). This yield equation (15) as follows:

[image: image]

Equation (15) is therefore the optimal value when the money stock is used as the monetary policy instrument.

If the monetary authority decide to use both interest rate and stock of money supply as monetary policy instruments, as in the case of some countries including Nigeria, Gichuki et al. (2012) contend that the money stock becomes a function of the prevailing market interest rate, such that when interest rate is zero it becomes complete monetary base targeting. On the converse, that is, when the interest rate approaches infinity, then it becomes strictly interest rate targeting rule. The combination policy which lies between interest rates and the stock of money instruments can be represented by the money supply equation as:

[image: image]

From the above, it is more appropriate to show the money supply equation, taken C0 to be the common denominator of the optimal [image: image] and [image: image] as:

[image: image]

In this case, the values of C1 and C2 are taken as the policy instruments, Gichuki et al. (2012) states that the optimal policy would be given as:
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where
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The minimum expected loss is given as:

[image: image]

Equation (18) is the use (combination) of both interest rate and the stock of money supply as monetary policy instruments. The policy decision is pure interest rate policy when C1 = 0 or a pure money supply policy when C2 = 0. In order to decide which instrument is optimal between interest rate and the stock of money, we take the ratio of [image: image] to [image: image] as follows:

[image: image]

If the ratio of [image: image] in equation (19) is greater than 1 (i.e., if [image: image], then the interest rate instrument is optimal but if it is less than one [image: image], then the money supply instrument is optimal. However, to determine if the combination of the two instruments is better, the loss under combination policy ([image: image]) is compared with the loss under the two independent policy instruments ([image: image] and [image: image]). If the loss under combination policy ([image: image]) is less than the loss under the interest rate instrument ([image: image]) (i.e., [image: image]), then the combination of the two instruments is superior to using only interest rate instrument. Similarly, if the loss under combination of the instruments ([image: image]) is less than the loss under the stock of money supply instrument ([image: image]) (i.e., [image: image]), then combination of the two instruments is better than using only the stock of money supply as a policy instrument.

The models estimated are the IS model (y = φ0 + φ1r + e1) in equation (3) and the LM model (m = ψ0 + ψ1y + ψ2r + e2) in equation (4). Following Udom and Yaaba (2015), equations (3) and (4) can be transformed into an ARDL models as:
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where y is the real gross domestic product, r the interest rate, m the money supply (M2), ln the natural logarithm, Δ the first difference, e1 and e2 the error terms, φi, ψi, βj, and aj are the respective coefficients, and p = (1,2, …, k). The optimal lag length is determined using Akaike information selection criteria. The ARDL is appropriate because it can be applied irrespective of whether the underlying regressors are stationary at I(0) or I(1) or a mixture of both. Also, it has a small sample property and provides unbiased estimate of the long-run model as well as valid t-statistics even when some of the regressors are endogenous. In the presence of cointegration among variables, the Granger representation theorem states there is a mechanism that describes adjustment of the cointegrated variables toward equilibrium. On this basis, the error correction models for equations (20) and (21) are specified as:
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where ECM1t–1 and ECM2t–1 are the error correction terms.

The choice of the optimal monetary policy instrument between interest rate instrument, money supply instrument, and combination of interest rate, and money supply instruments would be determined by the value that would be obtained after substituting the coefficients and variance/covariance into the loss functions in equations (10), (15), and (18). After substituting the coefficients, if the loss from interest rate instrument is less than the loss from money supply instrument (i.e., if the ratio of [image: image] in equation (19) is greater than 1), it will be concluded that interest rate instrument is optimal and should be used instead of money supply instrument. But if the loss from the money supply instrument is on the other hand, less than the loss from interest rate instrument (i.e., if the ratio of [image: image] in equation (19) is less than 1), then, it will be concluded that money supply instrument is optimal and should be used instead of interest rate instrument. However, to determine if the combination of the two instruments is better, the loss under combination policy ([image: image]) is compared with the loss under the two independent policy instruments ([image: image] and [image: image]). If the loss under combination policy ([image: image]) is less than the loss under the interest rate instrument ([image: image]) (i.e., [image: image]), then the combination of the two instruments is superior to using only interest rate instrument. Also, if the loss under combination of the instruments ([image: image]) is less than the loss under the stock of money supply instrument ([image: image]) (i.e., [image: image]), then, combination of the two instruments is better than using only the stock of money supply as a policy instrument.




Results

Most often especially when time series are employed, there is need to test for stationarity or non-stationarity before proceeding to estimation. In doing this, the augmented Dickey Fuller (ADF) test is normally used to determine the order of integration of the data. However, literature has revealed that ADF test has lower power, especially in the presence of structural breaks, hence, the Phillip–Peron (P–P) test is used in addition to the ADF to test for the presence or absence of unit roots in the data series and the results reported in Table 1.

The ADF test results in Table 1 reveal that real GDP and interest rate are not stationary at their level forms. For supply, the test statistic at its level form is greater than the 5% critical value in absolute terms. In this regard, real GDP and interest rate were differenced once and tested again in a model with constant and lag length of 2. The test result at first difference shows that both variables are significant. The ADF test statistics at the first difference is respectively greater than the 5% critical value in absolute terms. This means that real GDP and interest rate are integrated of order 1, while money supply is integrated of order 0. Also, the P–P test results reveal that real GDP and interest rate variables are not stationary at level form at the 5% level in absolute terms. The P–P test statistics are less than the 5% critical values. The variables were therefore tested again at their first difference. The test statistics became greater than the 5% critical value in absolute terms. On the other hand, money supply is significant at level which is in conformity with the ADF test. The error correction estimates of the short-run and long-run coefficients based on the ARDL models of the IS and LM equations are reported in Table 2.

Table 1:    Result of Augmented Dickey Fuller and Philips–Perron Unit Root Tests

[image: image]

Source: Authors’ computation.

Note: *Denotes significance at 5% and the rejection of the null hypothesis of presence of unit root.

As indicated in Table 2, the error correction coefficients for both the IS equation reveals that the speed of adjustment is −0.042 per quarter for the IS equation, meaning that about 4.18% of the errors generated in each quarter is automatically corrected by the system in the subsequent quarters. Similarly, the speed of adjustment is −0.0014 per quarter for the LM equation, an indication that for each quarter about 0.14% of the errors is automatically corrected. In other words, the variables in the LM equation adjust to equilibrium in the long run with an adjustment speed of 0.14%. For the IS equation, the result shows that the coefficient for interest rate is −0.793 with a t-statistics of −2.59 in the long run. Since the t-value of −2.59 is greater than 2 in absolute sense, the hypothesis that interest rate has no significant impact on real GDP in Nigeria at the 5% level. This is further confirmed by the probability value of 0.009 which shows that there is an insignificant error in rejecting the null hypothesis. In specific terms, an increase in real interest rate led to a decrease in growth by 0.79% in the long run. Similar result was found in the short run except that the short run t-value is statistically significant. The short run real interest rate coefficient and t-statistics values were −0.0331 and −0.48, respectively. Since the t-value of −0.48 is less than 2 in absolute term. The short run coefficient of 0.071 for growth means that an increase in growth in the short run leads to a corresponding increase in economic growth. The positive effect was found significant with a t-value of 2.97%. For the LM equation, the result indicates that real interest rate has a coefficient of 0.4613 with t-value of 1.36 in the long run. Intuitively, an increase in real interest rate leads to an increase in money supply by 0.46%, in the long run. However in the short run, the real interest rate effect on growth is negative, with precise coefficient of −0.0053. With regard to real GDP in the LM equation, the result shows a coefficient of −0.644 with a t-statistic of −0.41 in the long run. Implied is that an increase in real GDP decreases money supply by 0.64% in the long run. Similar result was obtained for real GDP in the short run, though insignificant. Precisely the results depicts that in the short run, an increase in real GDP dampen money supply by about 0.0009. For stock of money supply, the result further shows that an increase in money supply leads to corresponding increase in the supply of money, at least in the short run. In essence, an increase in the stock of money supply increases money supply further by 0.76%.

To determine the interest rate expected minimum loss ([image: image]), money stock expected minimum loss ([image: image]) and the combined monetary policy instruments expected minimum loss ([image: image]), the short-run parameters and variances and standard deviations of the residuals of the IS equation (22) and the LM equation (23) was used. The short-run estimates of the IS equation (22) and LM equation (23) and variances and standard deviations of the residuals of the respective equations are reported in Table 3.

Table 2:    Error Correction Estimates of the Short-run and Long-run ARDL Model (the IS Equation 22) and (the LM Equation 23).

[image: image]

Source: Authors’ computation.

Table 3:    Short-run Parameters of the IS Equation and LM Equation and Variances and Standard Deviations of the Residuals of the Respective Equations.

[image: image]

Source: Authors’ computation.

Substituting the coefficients into equation (10), the interest rate expected minimum loss which is equal to the variance of the IS function, representing the goods market is, the following is derived:

[image: image]

In the same vein, substituting for the respective parameters in the equation from the coefficients in Tables 3 into

[image: image]

yields the following:

[image: image]

In order to decide which instrument is optimal between interest rate and the stock of money supply, take the function explaining the ratio of [image: image] to [image: image] in equation (19) as:

[image: image]

In equation (18), the function for the combination of both interest rate and stock of money supply as monetary policy is:

[image: image]

where σe1e2 = ρe1e2, σe1 σe2

[image: image]

Thus,

[image: image]

The optimal policy is derived as:

[image: image]

When the values of C1 and C2 are taken as the policy instruments, then

[image: image]

From equation (17) above, we have:

[image: image]

Thus,

[image: image]

Arising from the above analysis, it can be deduced that as monetary policy instrument, money supply is better than the interest rate. This is evidenced in the fact that money supply has lower loss in income than interest rate, thus indicating the optimality of money supply over interest rate. This is in tandem with Udom and Yaaba (2015) who found that money supply is more effective than interest rate. The result is however contrary to Gichuki et al. (2012), who found interest rate better than money supply for Kenya. On whether a mix of interest rate and money supply could be superior policy than using interest rates only, the loss under combination policy is less than the loss under the interest rate. This implies that combination policy instruments perform better than using only interest rate as policy instrument. This is in conformity with Gichuki et al. (2012) who found that the combination policy is more superior to using one policy only. In ascertaining if a combination of the two instruments is a better policy than using money supply independently, the result shows that the loss under combination policy is less than the loss under the stock of money instrument only. This means that combination policy is better than using only one policy instrument for Nigeria. The policy decision is neither a pure interest rate policy nor a pure money supply policy. The coefficient of C0 of 0.0602 indicates that optimal policy is that which combines both interest rate and money supply.




Conclusions

Determining the optimal monetary policy instrument for Nigeria is the focus of this chapter and analysis is based on the Hicksian IS–LM framework. Empirical evidence reveal that, although for central bank to control inflation and ensure price stability in Nigeria, the use of money supply instrument is better than interest rate when faced with independent policy choice, a combination policy instrument is optimal than using interest rate or money supply instruments independently. Conclusively therefore, it is appropriate for central bank to adopt a pure money supply instrument if there is the desire to adopt the two instruments independently. Otherwise, it is important to determine monetary policy instrument that would facilitate the implementation of combined instruments.
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Chapter 8

Monetary Policies in the 21st Century’s World: Causes, Effects, and Recommendations

Sourav Kumar Das


Introduction

Market economies are non-existent without any financial stability. Over the decades of experience demonstrated that prosperity has been undermined when the value of money fluctuates. Stabilizing the money value has become the main objective of central banks around the world. A monetary system in which a country’s government allows its currency to be freely converted into fixed amounts of silver and vice versa. Under the silver standard, an exchange rate would be determined by the economic difference for a fixed amount of silver between two currencies. The silver standard is believed to data back to ancient Greece, where silver was the first metal to be used as a measure of currency. The silver standard was subsequently adopted following the fall of the Roman Empire in regions ranging from China, India, Bohemia, Great Britain, and the United States. The silver standard officially came to an end when it was abounded by China and Hong Kong in 1935, when the gold standard was adopted. Silver certificates continued to be issued until late 1963, finally, President Richard Nixon announced that the United States would no longer redeem currency for gold or any previous metal, forming the final step in abandoning the gold and silver standards. The announcement was part of the economics measure now known as the “Nixon Shock.” Due to the monetary policy of the US Federal Reserve, calls for a return to the gold standard have returned. The essence of the gold standard was the maintenance of a fixed mint price of national money in terms of gold achieved by specifying the weight of nation’s coinage in terms of gold the rule in a short uniformity of the price of gold across nation and regions through the process arbitrage in gold. So, we can say that the effectiveness of money depends largely on its quality. The quality of money is high when the value of money is stable.

In economies where changes in money prices have been contaminated by the changing purchasing power of money, false signals are being sent to businesses and households. The objective of monetary policy is to minimize the misinformation associated with the constantly changing (relative) prices of things. Over the period of recent two decades and especially after East Asian crisis of 1997 then European crisis and the United States crisis of 2008 the functioning of the International Monetary Fund (IMF) Financial Programming has been under attack.

According to one school of thought Bretton Woods’ twin institutions, that is, IMF and World Bank have lost their relevance to meet the current problems of the emerging economics. The frequency and global spread of financial crisis in emerging market countries in the period from 1994 to 1999 coupled with the 1998 US Congressional debut about the increase in IMF coats has led to the most serious most thinking about the structure of the International Financial System since the breakdown of the Bretton Woods system in 1971. As a result of this reflection government and international institutions have begun to put in place a series of changes designed to strengthening the international financial system. In the emerging-market countries, the emphasis is being put on improving economic policies with respect to the choice of exchange rate, debt management corporate governors strengthening the banking and financial system and the ability to deal with reversals of capital flows.

Grabel (2011) studies the response by IMF (and developing country national governments) to the current global financial crisis represents a moment of what he terms “productive incoherence,” which has displace the constraining “neoliberal coherence” of the past several decades. Sengupta (2000) examined the developing countries adjustment to globalize that have financial needs entirely different from those the IMF was originally set up to meet. Countries in the first phase of globalizing with current account convertibility need growth-oriented adjustment programers. Those in the second phase with capital account convertibility need protection from served market fluctuations. Doroodian (1993) examined directly the effects that a typical stabilization on three important macroeconomic variables: the growth rate real output; the inflation rate; and the current account balance. The analysis covered 43 countries. These results are inclusive on the effectiveness of the IMF programers are able to influence external effects. This evidence is consistent with the results obtained by Doroodian, Khan, and Knight. Studies initiated by Khan (1977) and Aghevli and Khan (1977) are worth mentioning focusing on a group of developing countries.

The integration of financial markets is an important landmark on the road to globalization. In the moves toward global resources base, no other market has exhibited the same degree of maturity in terms of globalism. The crisis which erupted in the financial systems of developed countries in the autumn of 2008 quickly affected all economic throughout the world. The result was job losses, enterprise bankruptcies, and cuts in the incomes of millions of people. The global crisis has underlined the vulnerability of the millions of workers who lost their job and, with it, access to any source of income or health coverage. In the majority of developing countries there are no unemployment benefits. This paper basically discussed about the causes, effects, policies of revealing of some selected countries.




Trends of Global Economic Crisis

In 2009, all Western Balkan countries fell into recession, expect Albania and Kosovo that still had positive economic growth. The debt crisis which started in Greece in 2010 have a little time lag on the Western Balkan countries, thus these economies are susceptible to the effects of the financial turbulence of Greece and euro zone. Crisis caused by the system have costs the system imposes above all on those at the economic bottom. Inside the United States, millions are unemployed, millions foreclosed out of their homes, and so on. Let us discuss some economic crisis which faced by various economies.


Crisis in the United State of America 2009–2010

Between the collapse of Lehman Brothers in September 2008 and the September 2009 meeting of the G20 heads of government in Pittsburgh, the Global economic system could have been said to have gone through emotional and psychological states similar to those that follow personal trauma like panic, denial, anger, and at some point, adjustment to a new reality.




Crisis in Spain 2008–2015

It is in 2008 during the world financial crisis of 2007–2008. The main cause of Spain’s crisis was its enormous housing bubble and the accompanying artificial and unsustainable high gross domestic product (GDP) growth rate. One side effect was that ballooning tax revenues concealed the Spanish government’s expenditures, which were on unsustainable high until 2007.




Crisis in Argentina 1998–2002

The 1998–2002 Argentina Great Depression was an economic depression in Argentina which began in the third quarter of 1998 and the lasted until the second quarter of 2002. The depression, which begun due to the Russian and Brazilian financial crisis, caused widespread unemployment, riots, the fall of the government, a default on the country’s foreign debt, the rise of alternative currency, and the end of peso’s fixed exchange rate to the US dollar. The economics shrank by 28% from 1998 to 2002.




Crisis in Russian Federation

Following the Asian financial crisis in 1997, the Russia suffered the most serious collapse for economy 1998. On August 17, 1998, Russian government floated the exchange rate, devaluated the Rebel, devaluated on domestic dept, halted payment on the Rebel denominated, and declared a 90-day moratorium on payment to foreign creditors.




1997 Asian Crisis

Thailand’s story is very telling in this regard. The problem in Thailand started in 1996. The IMF warned the authorities in early 1997 of the impending foreign exchanges crisis, but it was difficult to convince them of the seriousness of the emerging problems.




Crisis in Ireland 2008–2011

The financial crisis of 2008–2011 describes the dramatic turn in the Irish economy, from a profitable boom to a nationwide recession. The country is currently experiencing, in 2001, major austerity measures, cut backs in salaries and jobs, and raising unemployment. Ireland is one of the main economic that are currently facing an economic crisis in Europe.




Crises in Portugal 2010–2014

The Great Recession in Portugal led to the country being unable to repayor refinance its government debt without the assistance of third parties. To prevent the insolvency situation in the debt crisis Portugal applied for bail-out programs from the IMF, the European financial stabilization mechanism, and the European financial stability facility price.




Crisis in Greece 2009

The Economy of Greece is the 43rd or 51st largest in the world at the 242 billion or 283 million dollar by nominal GDP or purchasing power parity, respectively, according to World Bank statistics for the year 2013. Like many countries the Greek government relies on borrowed money to balance its books. The recession has made this harder to achieve, because tax revenues are falling just as welfare payments start to rise.






Components of the Crisis

Most of the crises over the past few decades have had their roots in developing and emerging countries, often resulting from abrupt reversals in capital flows, and from loose domestic monetary and fiscal policies. In contrast, the current ongoing global financial crisis has had its roots in the United States. The sustained rise in asset prices, particularly house prices, on the back of excessively accommodative monetary policy and lax lending standards during 2002–2006 coupled with financial innovations resulted in a large rise in mortgage credit to households, particularly low credit quality households. Most of these loans were with low margin money and with initial low teaser payments. Due to the “originate and distribute” model, most of these mortgages had been securitized. In combination with strong growth in complex credit derivatives and the use of credit ratings, the mortgages, inherently sub-prime, were bundled into a variety of tranches, including tranches rated AAA, and sold to a range of financial investors. As inflation started creeping up beginning 2004, the US Federal Reserve started to withdraw monetary accommodation. With interest rates beginning to edge up, mortgage payments also started rising. Tight monetary policy contained aggregate demand and output, depressing housing prices. With low/negligible margin financing, there were greater incentives to default by the sub-prime borrowers. Defaults by such borrowers led to losses by financial institutions and investors alike. Although the loans were supposedly securitized and sold to the off balance sheet special institutional vehicles, the losses were ultimately borne by the banks and the financial institutions wiping off a significant fraction of their capital.

The excessive leverage on the part of banks and the financial institutions (among themselves), the opacity of these transactions, the mounting losses, the dwindling net worth of major banks, and financial institutions led to a breakdown of trust among banks. Given the growing financial globalization, banks and financial institutions in other major advanced economies, especially Europe, have also been adversely affected by losses and capital write-offs. Inter-bank money markets nearly froze and this was reflected in very high spreads in money markets. There was aggressive search for safety, which has been mirrored in very low yields on treasury bills and bonds. These developments were significantly accentuated following the failure of Lehman Brothers in September 2008, and there was a complete loss of confidence. The deep and lingering crisis in global financial markets, the extreme level of risk aversion, the mounting losses of banks and financial institutions, the elevated level of commodity prices (until the third quarter of 2008) and their subsequent collapse, and the sharp correction in a range of asset prices, all combined, suddenly led to a sharp slowdown in growth momentum in the major advanced economies, especially since the Lehman failure. The global economy, which was seen to grow in 2009 by a healthy 3.8% in April 2008, is now expected to contract by 1.1% (as in Table 1). Major advanced economies are in recession and the emerging market economies (EMEs) – which in the earlier part of 2008 were widely viewed as being decoupled from the major advanced economies – have also been engulfed by the financial crisis led slowdown. Global trade volume (goods and services) is also expected to contract by 12% during 2009 as against the robust growth of 8.2% during 2006–2007. Private capital inflows (net) to the EMEs fell from the peak of US $697 billion in 2007 to US $130 billion in 2008 and are projected as of October 2009 to record net outflows of US $52 billion in 2009. This is in contrast to expectations in April 2009 of net outflows of US $190 billion, demonstrating the level of uncertainty caused by the financial crisis. The sharp decline in capital flows in 2009 will be mainly on account of outflows under bank lending and portfolio flows. Thus, both the slowdown in external demand and the lack of external financing have dampened growth prospects for the EMEs much more than that was anticipated a year ago.

Table 1:    Global Economic Outlook for 2009 (%).

[image: image]

Source: World Economic Outlook, various issues, IMF.

To summarize, excessively accommodative monetary policy for an extended period in the major advanced economies in the post-dot com crash period sowed the seeds of the current global financial and economic crisis. Too low policy interest rates, especially the United States, during the period 2002–2004 boosted consumption and asset prices, and resulted in aggregate demand exceeding output, which was manifested in growing global imbalances. Too low short-term rates also encouraged aggressive search for yield, both domestically and globally, encouraged by financial engineering, heavy recourse to securitization and lax regulation, and supervision.




Corrective Measures

In response to the global financial crisis, governments and central banks took different measures to rectify the problems and put the financial markets and the economies back in the right path (Ramadhan, 2008a). The most important of these measures are:


	Financial rescue plans: Since the credit crisis started in the United states, The American government arranged in September 2008, for an US $800 billion rescue plan to save the financial market. The aim was to save the most important investment banks and insurance companies from bankruptcies to prevent further financial deterioration.


	Central banks’ monetary policies: Central banks around the world have resorted to all monetary policies to contain the financial crisis. The most critical of these policies was to lower the interest rate drastically. The objective is to minimize the cost of borrowing for private businesses and consumers in order to stimulate commercial activities.


	Public stimulus packages: Governments around the world launched huge stimulus packages to pull their economies out of recession. As the financial crisis pushed the economies into deep recession, consumer spending has declined sharply due to fears and lack of confidence. As a result, industrial output declined and unemployment has been rising sharply around the world (expected job losses to be around 50 million jobs).







Recommendations and Measures

Based on the above analysis, this section will present a few recommendation and solutions that might help in correcting the mistakes that allowed for the financial crisis. The following are some of these measures:


	Reform of the WTO and global trade: The WTO should play more active role in balancing global trade. Countries such as China should not be allowed to dominate the world trade by adopting unfair activities. Many countries suffered because of decline in their exports’. Moreover, China has enjoyed high economic growth (over 10% annually) over the last decades relative to the world.


	G8 and G20 summits: These summits are usually conducted to serve the interest of the main industrial countries. The assumption is what good for the developed world is good for the world. This view should change and the perspectives and concerns of many developing countries should be considered and incorporated into common policies that serve the whole world.


	Government fiscal policies: Government fiscal spending and stimulus packages are very important during recession periods. However public spending should focus on infrastructure and construction activities that can lead to economic growth. Excessive spending on bailouts, unemployment benefits, and subsidy programs to increase spending will not have a long-term impact. Short-term objectives and spending will only worsen future growth.


	New global financial system: IMF should play a major role in regulating and auditing the global financial system. The IMF should both have more resources and play a broader role in the world economy than the past. New measures and regulations must be adopted to insure that the financial market mechanism will not permit for future collapses.







Conclusions

The power of international finance is an increasingly dominant issue on the domestic policy agenda as highlighted by persistent crises within the system. Despite the crises within the system, any large-side overhaul of the system seems distant as is evident from the BRICS summit. At the 2014 BRICS summit in Fortaleza, Brazil, the committee announced its impatience with failed reform within the IMF: “We remain disappointed and seriously concerned with the current non-implementation of the 2010 International Monetary Fund reforms, which negatively impacts on the IMF’s legitimacy, credibility and effectiveness.” Leaders of the emerging economies of Brazil, Russia, India, China, and South Africa (BRICS) have expressed the need for reform in the Bretton Woods institutions. Compare with the Bretton Woods system the current global monetary system is a non-system as it lack any effective supranational surveillance of exchange rate policies. Thus, in principle each country is free to choose an exchange rate target for its currency (formal or informal, stable or variable) at its own discretion, the fact that can be analyzed by the so-called “Fear of Floating.” So the current system is to be revised.

Thus, the following so many contagious financial crises in the recent past and associated so many imprudent rules inherent in the international monetary system, it should go on re-constructing on its way march on the following lines suggested.

First, a crisis mechanism has to be devised that takes effect when a sovereign debtor faces a liquidity crisis or threatens to become insolvent. An appropriate system of support would provide liquidity assistance by the community of states. Second, more demanding equity regulation of the banking sector is needed to foster prudence among investors and to protect against the occurrence of housing and asset price bubbles what could overheat the economy and result in excessive capital flows. Third, a crisis management is needed that takes the effect when a bank is threatened by insolvency. Here to save the situation, public or private fund should be set up that becomes co-owner of endangered banks. Fourth, a precondition for the worldwide application of Basel framework is the harmonization of the accounting rules. It is a hope, in the monetary and financial sphere, a series of reforms have already been adopted and are now in the process of implementation, and other are under considerations. These measures justify a measure of optimism.




References

Abreu, D., & Brunnermeier, M. (2003). Bubbles and Crashes. Econometrica, 71, 173–204.

Acharya, V. V., Schaefer, S., & Zhang, Y. (2007). Liquidity risk and correlation risk: A clinical study of the General Motors and Ford Downgrade of May 2005. Quarterly Journal of Finance, 5(2), 155–166.

Adrian, T., & Shin, H. S. (2008a). Liquidity and financial cycles. BIS Working Paper No. 256.

Adrian, T., & Shin. H. S. (2008b). Liquidity, monetary policy, and financial cycles. Current Issues in Economics and Finance, January–February. New York, NY: Federal Reserve Bank of New York.

Aghevli, B. B. & Mohsin, K. (1977). Inflationary Finance and the Dynamics of Inflation: Indonesia 1951-72.: American Economic Review, 67(3), 390–403.

Allen, F., & Gale, D. (2000). Financial contagion. Journal of Political Economy, 108(1), 1–33.

Altman, E., & Rijken, H. (2004). How rating agencies achieve rating stability. Journal of Banking & Finance, 28, 2629–2714.

Altman, E., & Rijken, H. (2006). A point in time perspective on through the cycle ratings. Financial Analysts Journal, 62(1), 54–70.

Amihud, Y., & Mendelson, H. (1986). Asset pricing and the bid-ask spread. Journal of Financial Economics, 17, 223–249.

Amihud, Y., Mendelson, H., & Pedersen, L. H. (2005). Liquidity and asset prices. Foundations and Trends in Finance, 1(4), 269–364.

Barro, R. J., & Gordon, D. B. (1983). A positive theory of monetary policy in a natural rate model. Journal of Political Economy, 91, 589–610.

Bebchuk, L. A. (2008, September). A plan for addressing the financial crisis. Discussion Paper No. 628. Johnson M. Olin Center for Law, Economics and Business. Cambridge.

Becker, S. O., & Muendler, M.-A. (2008). The effect of FDI on job security. B.E. Journal of Economic Analysis and Policy, 8, 1–44.

Bernanke, B. (1983). Irreversibility, uncertainty and cyclical investment. Quarterly Journal of Economics, 98(1), 85–106.

Bernstein, A., Hughson, E., & Weidenmier, M. D. (2008). Can a lender of last resort stabilize financial markets? Lessons from the founding of the fed. NBER Working Paper.

Bertola, G., & Prete, A. L. (2008). Openness, financial markets, and policies: Cross-country and dynamic patterns. CEPR Discussion Paper No. 7048.

Blanco, R., Brennan, S., & Marsh, I. W. (2004). An empirical analysis of the dynamic relationship between investment grade bonds and credit default swaps. Research Paper. Cass Business School. London.

Bloom, N. (2007). The impact of uncertainty shocks. NBER Working Paper No. 13385, also available as CEP Discussion Paper No. 718.

Bloom, N., Bond, S., & Reenen, J. V. (2007). Uncertainty and investment dynamics. Review of Economic Studies, 74, 391–415.

Brady, N. F., Ludwig, E. A., & Volcker, P. (2008, September 17). Resurrect the Resolution Trust Corp. Wall Street Journal. Retrieved from http://online.wsj.com/news/articles/SB122161086005145779. Accessed on December 2018.

Brunnermeier, M., & Morgan, J. (2005). Clock games: Theory and experiments. Working Paper.

Brunnermeier, M., Nagel, S., & Pedersen, L. H. (2008). Carry trades and currency crashes. NBER Macroeconomics Annual.

Brunnermeier, M. K., & Pedersen, L. H. (2005). Predatory trading. Journal of Finance, 60(4), 1825–1863.

Brunnermeier, M. K., & Pedersen, L. H. (2008, June). Market liquidity and funding liquidity. Review of Financial Studies, 22(6), 2201–2238.

Buiter, W., & Sibert, A. (2008). The Icelandic banking crisis and what to do about it: The lender of last resort theory of optimal currency areas, CEPR Policy Insight No. 26.

Burgess, K. (2008). Investors propose code for rights issues. Financial Times, 78(5), July 30.

Caballero, R., Farhi, E., & Gourinchas, P.-O. (2008). An equilibrium model of and low interest rates. American Economic Review, 98(1), 358–393.

Caballero, R., Hoshi, T., & Kashyap, A. (2008). Zombie lending and depressed restructuring in Japan. American Economic Review, 98(5), 1943–1977.

Cohen, D., & Villemot, S. (2008). Self fulfilling and self enforcing debt crises. CEPR Discussion Paper No. 6718.

Corsetti, G., Meier, A., & Müller, G. (2008). The transmission of fiscal policy in open economy. Fiesole FI, Italy: European University Institute Mimeograph

Coudert, V., & Gex, M. (2008). Contagion in the credit default swap market: The case of the GM and Ford crisis in 2005. CEPII Working Paper No. 2008-14.

Doroodian, K. (1993). Macro-economic performance and adjustment under policies commonly support by the international monetary fund. Economic Development and Cultural Change, 3, 848–863.

Duffie, D., Garleanu, N., & Pedersen, L. H. (2002). Securities lending, shorting, and pricing, Journal of Financial Economics, 66, 307–339.

Duffie, D., Garleanu, N., & Pedersen, L. H. (2005). Over-the-counter markets. Econometrica, 73(6), 1815–1847.

Frank, N., González-Hermosillo, B., & Hesse, H. (2008). Transmission of liquidity shocks: Evidence from the 2007 subprime crisis. IMF Working Paper No. 08/200.

Freixas, X., & Parigi, B. M. (2008, April). Lender of last resort and bank closure policy. CESifo Working Paper No. 2286.

Freixas, X., Parigi, B. M., & Rochet, J. C. (2004). The lender of Last Resort: A 21st century approach. Journal of the European Economic Association, 2, 1085–1115.

Freytag, A., & Pehnelt, G. (2009). Debt relief and governance quality in developing countries. World Development, 37, 62–80.

Funke, N. (2004). Is there a stock market wealth effect in emerging markets? Economics Letters, 83(3), 417–421.

Garber, P. (2007). Famous first bubbles. Journal of Economic Perspectives, Spring, 1990.

Garleanu, N., & Pedersen, L. H. (2007). Liquidity and risk management. American Economic Review, 97(2), 193–197.

Goldin, C., & Katz, L. (2008). Transitions: Career and family life cycles of the educational elite. American Economic Review, 98(2), 263–269.

Gordy, M. (2003). A risk-factor model foundation for ratings-based bank capital rules. Journal of Financial Intermediation, 12, 199–232.

Grabel, L. (2011). Not your grandfather, IMF: Global crisis, productivity incoherence and development policy space. Cambridge Journal of Economics, 35, 805–830.

Harding, D., & Pagan, A. (2002). Dissecting the cycle: A methodological investigation. Journal of Monetary Economics, 49, 365–381.

International Monetary Fund (IMF). (2002, April). Three essays on how financial market affect real activity. Washington, DC: World Economic Outlook, World Economic and Financial Survey.

Johnson, S., & Kak, J. (2008). The price of salvation. Economists’ Forum, September 25.

Kashyap, A., & Stein, J. (Federal Reserve Bank of Chicago). (2004). Cyclical implications of the Basel II capital standards. Economic Perspectives, Issue Q1, 18–31.

Khan, M. (1977). Governance, Economic Growth and Development since the 1960s. Economic & Social Affairs. August.

Kobayashi, K. (2008). Subprime loan crisis: Lessons from Japan’s Decade of Deception. Retrieved from https://voxeu.org/articleSupreme-loan-crisis-management-lessons-japan-s-lostdecade. Accessed on December 2018.

Laeven, L., & Valencia, F. (International Monetary Fund). (2008). Systemic banking crises: A new database. Working Paper No. 08/224.

Lamont, O. A. (2003). Go down fighting: Short sellers vs. firms. Working Paper. University of Chicago, Chicago, IL.

Ludwig, A., & Sløk, T. (2004). The relationship between stock prices, house prices and consumption in OECD countries. Topics in Macroeconomics, 4(1), 1–28.

Mendoza, E., Quadrini, V., & Ríos-Rull, J.-V. (2006). Financial integration, financial deepness and global imbalances. NBER Working Paper No. 12909. Chicago.

Mitchell, M., Pedersen, L. H., & Pulvino, T. (2007). Slow moving capital. American Economic Review, 97(2), 215–220.

Moen, J., & Tallman, E. (2000). Clearinghouse membership and deposit contraction during the panic of 1907. Journal of Economic History, 60(1), 145–163.

Monacelli, T., & Perotti, R. (2006). Fiscal policy, the trade balance and the real exchange rate: Implications for international risk sharing. Mimeograph. Retrieved from: https://www.researchgate.net/publication/242720324_Fiscal_Policy_the_Trade_Balance_and_the_Real_Exchange_Rate_Implications_for_International_Risk_Sharing. Accessed on December 2018.

Muellbauer, J. (Federal Reserve Bank of Kansas City). (2007). Housing, credit and consumer expenditure. In Housing finance, and monetary policy: A symposium (pp. 267–334).

Orszag, P. (2008, September 24). Federal responses to market turmoil. Speech given at the Committee on the Budget, U.S. House of Representatives.

Padoa-Schioppa, T. (2007). Europe needs a single financial rulebook. Financial Times, December 11.

Pagano, M. (2008, June). The subprime lending crisis: Lessons for policy and regulation. Unicredit Group, Finance Monitor. Oxford

Philippon, T., & Reshef, A. (2007, September). Skill biased financial development: education, wages and occupations in the U.S. Finance Sector. Paris: NYU Stern Business School Mimeograph.

Psalida, L., Effie, H. H., & Tao, S. (2008). International monetary fund (Washington, October). Spillovers to emerging equity markets. Global Financial Stability Report. World Economic and Financial Surveys. Washington DC.

Ramadhan, M. (2008a). Alternatives for the American Financial Saving Plan. Al Dar News Paper. Nov 15th. Issue no 215.

Rancière, R., Tornell, A., & Westermann, F. (2008). Systemic crises and growth. Quarterly Journal of Economics, 123(1), 359–406.

Richard, P. (2008). The shocking errors behind Iceland’s meltdown. Financial Times, October 13.

Sengupta, A. (2000). Financial Management of Globalisation. Economic and Political Weekly, 35(3), 142–151.

Shleifer, A. (2005). Understanding regulation. European Financial Management, 11(4), 439–451.

Sigee, J., & Allen, Douglas, G., (2008, April 22). Time to deliver. Rethinking capital needs for European investment banks. Citigroup. Canada.

Slacalek, J. (2006). International wealth effects. DIW Discussion Papers No. 596. German Institute for Economic Research, Berlin.

Suarez, J. (2008, March). The need for an emergency bank debt insurance mechanism. CEPR Policy Insight No. 19.

Svensson, L. E. O. (2003). Escaping from a liquidity trap and deflation: The foolproof way and others. Journal of Economic Perspectives, 17, 145–166.

Sylla, R. (2002). An historical primer on the business of credit rating. In R. M. Levich, G. Majnoni, & C. Reinhart (Eds.), Ratings, rating agencies, and the global financial system (pp. 19–40). New York, NY: The New York University Salomon Center Series on Financial Markets and Institutions.

Tanona, W., & Sachs, G., (2008, July 29). Capitulation trade. Painful but necessary to move forward The New York University Salomon Center Series on Financial Markets and Institutions, 200, 59–70.





The Impacts of Monetary Policy in the 21st Century:
Perspectives from emerging economies, 109–119
Copyright © 2019 by Emerald Publishing Limited
All rights of reproduction in any form reserved
doi:10.1108/978-1-78973-319-820191012


Chapter 9

Globalization and Inflation in Developing Asia

Rishab Das, Madhabendra Sinha, Anjan Ray Chaudhury and Partha Pratim Sengupta


Introduction

World inflation has seen a significant dip in both the developing and developed countries since the 1990s. Inflation is also tried to be stabilized to a much greater degree over this period. Especially in case of emerging economies the change has been highly significant. Double and triple digit inflation rates are rare now (International Monetary Fund (IMF), 2006). The other major thing that has marked this period is the wider integration of product and financial markets. Worldwide, trade as a percentage of gross domestic product (GDP) has increased. New players such as China, India and South East Asian (ASEAN) countries have attained a much more central role in global trade. Many of the eastern European countries and central Asian countries have gone on to become market economies post-break up of USSR. Therefore, it will seem logical to attribute the trend of receding inflation to globalization and trade. Economists who concur with this view back it by citing factors like increased competition forcing domestic producers to keep price low, leveraging fragmented production chains for low cost manufacturing, availability of low cost labor due to movement of people and a reduction in global output gap which again stems from the overall effect of all these factors.

The contrarian view pins inflation as a monetary phenomenon (McCandless & Weber, 1995), suggesting that in the long run it is solely determined by a nation’s monetary policy (Ball, 2006). If this is assumed to be true then it would suggest that the trends seen above have resulted from improved monetary policy frameworks by the central banks. Other arguments are that greater real integration can make inflation in a country more vulnerable to cross-border shocks such as price spillovers among economies participating in the pan-Asian supply chain. Secondly globalization-fueled growth alters consumption pattern in emerging countries. With increased income there will be greater demand from these economies. Research already suggests it has turned out to be a key factor in driving up world commodity prices (Adams & Ichino, 1995; Pain et al., 2008; Rae & Turner, 2001).

Governments of developing countries have strong incentives to pursue inflationary policies. Central banks of the countries regularly judge its performance to keep inflation low. Rate of inflation has remained remarkably subdued despite a significant increase in commodity prices, high rate of economic growth, and also external accommodating monetary policies in many of developing as well as emerging countries. Some policy makers view that low and stable rate of inflation reflects global competition more intensively, which does put off producers to raise prices and pressures on wages to fall. So producers in developing and emerging countries with low cost of production continue to integrate the local economy into the global trading circulation, and these forces ensure the low rate of inflation. Another type of economists suggests some alternative explanations for recent movements of inflation including better credibility of monetary policy, greater productivity gains, and so on. If it is established that the tailwind from deteriorating prices of globally traded commodities influence inflation then monetary policies are to be less restrictive to meet a target of certain inflation than those are to be otherwise. If magnitudes and durations of the tailwind had been overestimated, though, monetary policies may risk being too expansionary.

Against this backdrop this chapter explores the dynamic influence of globalization on inflation at aggregate level in Asian developing economics where the policy of economic reform brought a revolutionary change with a shift from the traditional policies like inward looking, import substituting, etc., to outward looking more liberalized and competitive approach to integrate economy with the global economy to fill the gaps in available literature. The inflationary impact of globalization in Asian countries, given their role in global economy, is an important section of evidence to be added to the debate on macroeconomic benefits of globalization. In this study, we examine the evidence for cross-border instead of treating the Asian economies as sources of low-cost exports, we consider them importers themselves, and as such prone to cross-border shocks resulting from closer real integration.




Review of Literature

The field of studies dealing with the issues on interrelationship between globalization and inflation during current scenario is not so big. However, the observations from them are kind of mixture. Rogoff (1985) showed that as the economies become more open, they tend to have less inflation. The reason he said is that such economies obtain less surprise from inflation. Buiter (2000), Moffitt (2001), and Ball (2006) suggested alternative explanations for low inflation in the recent past by attributing it to increased competence of central banks and productivity gains. Alfaro (2005) found that globalization did not affect inflation in a country. Kohn (2006) suggested that increased demand resulting from prosperity due to globalization puts upwards pressure on prices. Borio and Filardo (2007) found that global output gap is a key determinant of national inflation rates and that its importance has increased over time. Monacelli and Sala (2009) found a significant relationship at the sectoral level between the importance of the common international factor in driving prices and trade openness (TRO). The study also highlighted that sectors that are more open for trade are more influenced by global common factors.

Ciccarelli and Mojon (2010) and Mumtaz and Surico (2008) suggested that global inflation rates play a vital role in explaining the dynamics of domestic inflation rates. Neely and David (2011) has broken down domestic inflation into global, regional, and domestic components to determine relevance of each. Their results show that about half (49%) of domestic inflation is due to national factors and that the rest are external. Auer and Saur’e (2013) in their work on cross-border price spillovers in Organisation for Economic Cooperation and Development countries reported that sectors that are more open to trade are more vulnerable to cross border price spillovers. Following up on the previous work Auer and Mehrotra (2014) used the World Input-Output Database (WIOD) to show the effect of prices of intermediate imports on domestic producer prices in Asia-Pacific countries where supply chain fragmentation is very common. So, the above mentioned discussion about existing studies concludes that there is no clear-cut evidence on globalization and inflation relationship particularly in emerging nations and this background insists us to conduct an empirical exercise on developing economies in Asia continent during the current segment of globalization.




Scenario of Globalization and Inflation in Asian Economy

Globalization has been hugely beneficial for many Asian countries in terms of raising prosperity levels. Like foreign direct investment (FDI) inflows emerging Asian economies has had highest rise in trade to GDP ratio for any region during this period. This phenomenon has resulted in a change in the inflation dynamics of the region. China, world’s second largest economy is also known as the manufacturing hub of the world. Due to the importance of trade to its economy it is more likely to be affected by foreign demand and supply via the international goods market than industrial economies. Zhao et al. (2016) found that post-mid-1990s inflation in the country has become way more sensitive to global demand. He refrained from downplaying the role of domestic output gap in inflation and goes on to suggest that globalization has made inflation more sensitive to the domestic output gap as well. India has seen its middle class bludgeon post the economic reforms initiated in 1991 and has been among the fastest growing economies in the world for the past few years. Inflation in the country historically has followed domestic agricultural prices. High rise in cost of agricultural products spills over onto other sectors of the economy rapidly. Periods of high inflation have been marked by oil price shocks. Zakaria (2010) indicated presence of a positive relationship between openness of the economy and inflation in Pakistan. Satti et al. (2013) tried to investigate the impact of globalization on inflation in Bangladesh through the prism of remittances and found that increased remittances raise inflation rates.

Inflation in Thailand in the era of globalization has changed a lot. It has remained low and stable since the early 2000s. Studies like Chantanahom, Poon, and Vongsinsirikul (2004) and Khemangkorn et al. (2008) found that inflation rate persistence has been on a decline during recent periods implying that the economy has become more resistant to inflationary shocks. Pratama (2017) supports the globalization on inflation theory of Ciccarelli and Mojon (2010) with his study on impact of globalization on inflation in Indonesia. Another Southeast Asian country where globalization seems to have put a downward pressure on inflation is Philippines. Inflation in the country has come down to single digit from the 1990s and has remained quite stable. But this cannot lead to any generalization as another Southeast Asian country Vietnam has seen a lot of fluctuation in its inflation rates over the same period. Central Asian economies of Kazakhstan, the Kyrgyz Republic, and Tajikistan have undergone a large shift from central planning to be market economies. The deep economic transformation resulted in hyperinflation, general economic instability for a while. Ali et al. (2012) examined role of global food prices on food inflation in the region and found positive co-relation.




Data and Methodology

The present empirical study is conducted on the basis of macrolevel secondary data on selected 20 developing economies in Asia continent over the period of 2001–2016. The World Development Indicator (WDI) 2017 published by the World Bank provides the country wise data on relevant variables used in this study.

Globalization is measured by TRO and inflow of FDI. TRO simply means the trade to GDP ratio, where trade represents the sum total of export and import of the country. Inflation in consumer prices (CPI) is considered here rather than wholesale prices. Beside globalization, two other factors, money supply (MSP) and domestic demand (DMD), can have their direct influences on inflation in a country theoretically, and those are used as control instruments in this empirical exercise. The per capita GDP is used as the proxy for DMD of the countries. Data on MSP and per capita GDP for the countries are also available from WDI 2016.

The dynamic panel framework is the most appropriate here as it may captures the dynamic relationship between variable. In this context, the chapter carries out the testing of the null hypothesis empirically for selected 20 Asian developing countries, considered as follows:


There is no dynamic influence of globalization on inflation in developing Asia.

The impact of globalization on inflation in selected Asian developing economies is planned to be estimated by employing the generalized method of moments (GMM) approach in a dynamic panel structure controlling the endogeneity in the regression equation. Utilization of panel data to estimate the relationships between variables across countries is most suitable as it identifies county-specific effects controlling the missing variables. Even the panel model has the credit of gathering more information, therefore more degrees of freedom and efficiency.

Before estimating the aforesaid dynamic panel regression model, we invoke several panel unit root tests as developed by Levin, Lin, and Chu (LLC) (2002) and Im, Pesaran, and Shin (IPS) (2003), to scrutinize the stochastic properties of variables. Unit root tests for panel data become very popular nowadays with regard to solve the problem of low power of tests for time series data. The basic Augmented Dickey Fuller (ADF) specification in testing the unit root for panel data is represented by following equation (1):

[image: image]

LLC (2002) test includes intercepts, time trends, residual variances, and the autocorrelation order, for independently varying across cross-section units. However, it needs freely generates time series with the common sample size and each individual autoregressive of order 1 or AR(1) series should have a common coefficient. The lag order is allowed to vary across all individual countries. The fitting order of lag is selected by allowing the maximum order and then on the basis of t-statistics for ηij. The autocorrelation coefficient (ρ) is not estimated directly from the equation (1). The estimate of ρ can be obtained by using proxies for Δyit and yit, those are standardized and are not suffering from deterministic and autocorrelations components.

The implicit assumption that all individual AR(1) series are having a common autocorrelation coefficient is the major weakness of the LLC (2002) test. On another side, in IPS (2003) test, the autocorrelation coefficient (ρ) is considered to be dissimilar for all cross section units even in a heterogeneous panel structure case. So, on performing separate unit root tests by permitting all variables to have their own short run dynamics, the separate ADF regression equations are estimated and then the desired test statistics can be obtained by taking average of t-statistics.

The widely used estimator for fixed effects dynamic panel models is the Arellano and Bond (1991) specified GMM estimator, where fixed effects are removed first by using first differences and thereafter the instrumental variables estimation is performed. The model uses all lagged levels of the variable starting with lag two. Hansen (1982) test of over-identifying restrictions confirms the overall validity of instruments. The simple model of dynamic panel data with one period lag can generally be expressed by equation (2) as follows:
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where αi indicate fixed effect, θt means time dummy, xit represents a (k − 1) × 1 vector of exogenous regressors, and eit ∼ N (0, σ2) is a specification of random disturbance. Hausman (1978) test makes the comparison between fixed and random effect models under the null hypothesis that individual effects are uncorrelated with any regressor, and suggests that the fixed effect model is more fitting here. In equation (2), the existence of lagged dependent variable ensures the dynamism of the model. This dynamics fixed panel framework accounts for the differences in individual level effects and in order to eradicate the unobserved cross section-specific effects, the equation (2) is differenced and then it becomes like equation (3):
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The lagged difference of the dependent variable might be correlated with the difference of error term. To eliminate this kind of endogeneity in equation (3), instruments are to be used. The differenced components of endogenous explanatory variables should also be treated cautiously. Finally, it should be mentioned here that the basics of GMM estimation involves specifying the instruments, to choose the weighting matrix, and to determine an estimator.






Empirical Results

For the estimation, the minimum Akaike (1969) information criterion rule decides the lag lengths of the variables estimating the test statistics. The outcomes of both LLC (2002) and IPS (2003) panel unit root tests conclude that all variables are suffering from unit root problem at level, however, all of them become stationary at their first differences (Table 1).

Based on the panel unit root results, the first-differenced GMM estimation technique is performed as suggested by Arellano and Bond (1991) in order to capture the unobserved heterogeneities engaged in the estimated equation. The estimated dynamic panel GMM equation considers CPI as the dependent variable, and TRO and FDI as major independent regressors. The equation also includes MSP and DMD as control instruments. The presence of lagged form of dependent variable as a regressor reflects the dynamic character of the model. The estimated GMM equation may suffer from endogeneity problem as it uses instruments. Hansen (1982) test ensures whether instrumental variables are exogenous or not by checking the robustness of all instruments together, and reports J-statistic.

Table 1:    Results of LLC (2002) and IPS (2003) Panel Unit Root Tests.
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Source: Authors’ own calculation using World Bank Data.

*Significant at 5% level of significance.

Table 2:    GMM Estimation of the Impact of Globalization on Inflation.

[image: image]

Source: Authors’ own calculation using World Bank Data.

The findings of the GMM estimation as presented in Table 2 imply that TRO significantly reduces CPI; however, FDI has significant enhancing impact on CPI, and both results are observed at their first-differenced forms. It is also noteworthy here that MSP does not influence CPI, but DMD significantly pressurizes CPI to increase. The reported Hansen (1982) test J-statistic indicates that all instruments are not endogenous as the test accepts the null hypothesis of the exogenous instruments. The obtained instruments rank also validates the model as it is greater than the number of estimated coefficients.




Conclusion

The study aims to investigate the dynamic impact of globalization on inflation empirically in selected developing economies in Asian region over the period of 2001–2016. In this regard, first we form a balance panel for 20 selected Asian developing countries over the time period as mentioned using yearly data collected from the World Bank. Then Arellano and Bond (1991) specified GMM estimation technique is utilized after scrutinizing the stochastic features of variables. Our empirical findings highlight that various measures of globalization do have significant but different types of influence on inflation. In one side, impact of globalization measured by TRO on inflation is negative implying that globalization promotes competitiveness leading to decrease in price level. However, inflow of FDI, another measure of globalization, is found to be a positive and significant factor of inflation to increase in developing Asia. This is so, because may be FDI inflows promote labor income and that may lead to enhance demand and then price level. Interestingly MSP does not have any significant effect on inflation. Moreover, it is also observed that per capita GDP used as a proxy for the DMD of the economy significantly pulls the inflation in selected developing countries in Asian region. So, in open economy macroeconomic aspects, almost every finding of the study is consistent.
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Section II

Aspects of Monetary Policy in Emerging Economies with Special Focus on Indian Economy


Chapter 10

Effects of Demonetization, Clinical Establishment Act, and Media News on Medical Tourism: An Exploratory Study in West Bengal

Rabin Mazumder and Prabal Chakraborty


Introduction

Hospital sector in India has established its presence in the global market and low cost with quality treatment options and seek patients to come in India from the foreign countries. Report of KPMG (2015) reveals “India has been exporting healthcare services in the form of providing medical treatment to overseas patients and physical movement of skilled professionals to other countries.” Medical Tourism or Wellness Tourism or Health Tourism, is known as when people traveling from one country to another country for medical treatment. Medical tourism industry offered smart medical packages with leisure aspects in pre- and post-surgery. In the recent time, West Bengal has made significant progress in medical and healthcare services. West Bengal is one of the states of India where medical technology, diagnostics, and infrastructure of hospital facilities have been improved remarkably. It has a unique geographical advantage because countries like Nepal, Bhutan, Bangladesh, and Myanmar have proximity to it. Recently, the operational challenges faced by the private sector hospitals is due to the demonetization of INR 500 and INR 1,000 notes in November 2016, and on the other hand West Bengal state government administered Clinical Establishment (CE) Act. Decisions made by the central government and state government are really a setback for this sector.

To expand the tax base on November 8, 2016, the government of India withdraws the legal tender status of INR 500 and INR 1,000 denomination notes (Killawala, 2016). Foreigners who came to India for medical treatment, government decision on demonetization affect the medical tourism to a great extent.

On violation of stringent norms of the West Bengal CE Bill, 2017, private hospitals required to pay significant penalties. This bill contains that private hospitals must treat accident patients, acid attacks, and rape victims even if they cannot pay for treatment immediately. The hospital must release the body of a patient if they failed to pay the bill for treatment (“Consequences of Hospital Bill,” 2017). Private hospitals claim that the state run government hospitals are suffering from lack of treatment facilities and poor infrastructure, even though government is not taking any legal steps. During the recent years, the role of print and TV media has taken a crucial position for decision-making process. It is hypothesized that the media is having the negative role on medical tourism industry, particularly for the private hospitals of West Bengal.

Medical tourism in India earns a large amount of foreign currency over the years. In 2015 government of India issued 1.3 lakh medical visas and medical tourism industry was valued at US $2 billion. More than half of the overseas patients (51.5%) alone come from Africa, followed by Asia and the Pacific (22.5%), and the Americas (15.7%), as per data shows by Ministry of Tourism (Dutt, 2016).

The objective of the study is to find out the impact of economic and political decisions and media on medical tourism. In this connection, policy initiated and implemented by the central and state governments, types of hospital (superspecialty or multispecialty), and age of the hospital on medical tourism are also explored.




Literature Review

Medical Tourism, which is defined as people traveling to another country for medical treatment (Deloitte, 2008) is continuing to be a growing global industry. Morgan and Pritchard (1998) elaborately discussed nine dimensions on the aspect of medical tourism. They elaborated that tourism destination branding, history is even more critical because countries pre-exist any identity crafted for them by marketers and neither their advertisers nor the consumers can have objective views of them. Arellano (2007) pointed out that trade in health care domain therefore now includes countries promising as first-class services at third-world prices. According to Kunders (2009) quality is the only standard measurement of a hospital’s brands, not the number of patients or the amount of money it makes. The service in health care industry is intangible, brings trust and goodwill to hospitals over a period of time (Solayappan & Jayakrishnan, 2010).

The study by Hall and James (2011) showed there were substantial risks associated with nosocomial infections and complications as a result of international tourism. They opined that these medical tourists are posing significant risks particularly for antibiotic resistance. However, they emphasized on future research regarding assessment of risk management strategies including appropriateness of international and national regulations which currently show considerable variability. Bassan and Michaelsen (2013) pointed out that people from Germany and Israel travel to other countries for reproductive treatment due to legal, ethical, and religious restrictions. Similarly, people from developed countries like United States, United Kingdom are going for third world countries like India, where no such laws are there to prevent women from accepting compensation for surrogacy, but laws in those countries do not allow a surrogate woman to charge the childless couple. The state Romania charged some Israeli doctors with trafficking human eggs in 2009. These doctors came to Romania with their Israeli patients to recruit eggs from Romanian women (Hosu, Even, Yagna, Eyadat, & Ravid, 2013).

However procedures, those are unavailable or illegal in the home countries of these medical tourists like drug rehabilitation, stem cell therapy, sex change procedure, are also important (Horowitz, Rosensweig, & Jones, 2007). Assisted reproductive treatment (ART), mainly those procedures or treatment related to donation or surrogate motherhood are illegal (Blyth & Farrand, 2005; Heng, 2007; Inhorn, 2005, 2006; Jones & Keith, 2006; Pennings, 2002, 2004; Pennings et al., 2009; Shenfield et al., 2010) because of political (Inhorn & Fakih, 2006), moral (Pennings, 2002), or religious ethical issues (Heng, 2006). The Shi’a and Sunni have different rules concerning ART. In Shi’a surrogate motherhood is allowed as well as egg donation under certain circumstances (Inhorn, 2006). However, for Sunni all forms of third party donor including surrogacy are forbidden (Inhorn, 2003, 2006). According to Enderwick and Nagar (2010) Asian countries are mainly benefited from medical tourism due to strong government support, overseas connection, and accreditation. Governments today are focusing on cluster perspective, by supporting the competitiveness of medical tourism clusters (Fernando & Long, 2012). Kazemi (2008) mentioned that the role of the government today as a facilitator including safety of the visitors, integrating the host country nationals and the foreign patients, introduce adequate medical visas, development of infrastructures for this tourism typology, maintain adequate supply of skilled medical personnel. Participation of government in cluster formation and development is acknowledged in the existing cluster literature (Ketels, 2011; Porter, 2008; Porter & Ketels, 2009). Thus, governmental bodies are relentlessly working on medical tourism sector to increase the performance of the country.




Methodology


Study Area

A structured questionnaire has been formed considering the past literature of the study. Data collected from 50 respondents through simple random sampling process comprising physicians of different private hospitals in Kolkata city. It is the capital of the Indian state of West Bengal. Availability of the number of private hospitals in Kolkata is larger than any other districts of the state.




Sampling

The study is primarily based on data obtained from multispecialty and superspecialty hospitals. The targeted respondents in this research (n = 50) were physicians who were attached to private superspecialty and multispecialty hospitals. To choose the sample for this study, two major cities in West Bengal Kolkata and Siliguri were selected. Selection of two cities was done on the basis of availability of multispecialty and superspecialty hospitals and locational advantage. These two cities are proximity to the patients who are coming from Bangladesh, Bhutan, Nepal, and Mayanmar. Ten private hospitals have been chosen for the study where six from Kolkata city and four from Siliguri. After the selection of 10 private hospitals, the sample was drawn through random sampling procedure. From each hospital five physicians were selected randomly.

To achieve the objectives of survey, a structured questionnaire was designed. Collection of data was in the form of individual in-depth interview. At the time of data collection, it was observed, some of the respondents feel that medical tourism were affected due to various government decisions, political decisions, media news, type of hospital, and age of the hospital. So, dependent variable is categorized into two groups such as “affected group of physicians” and “not affected group of physicians.” The response of the non-metric dependent variable collected through the binary scale of “yes” or “no,” represented by “1” or “0.” Age of the hospital, type of hospital, media, political decision, central government decision on sanctioning visa, demonetization, state government decision on CE Act, accreditation are considered as the discriminating or independent variables in the present study (Table 1). Discriminant analysis uses the independent variables to distinguish among the groups of the dependent variable.

The study variables (dependent and independent) in the model have been described in Table 1. Data have been measured on nominal scale, so non-parametric statistical procedures test hypotheses used in the present study. Chi-square test of independence is used to determine if there is a significant relationship between two nominal (categorical) variables. The null hypothesis assumes that there is no association between the medical tourism and the eight independent variables. All the hypotheses are based on our conjectures.

Table 1:    Variables in the Model.
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Source: Authors’ own estimates.

H1. Age of the hospital associated to medical tourism.

H2. Type of hospital affects the medical tourism.

H3. Media influence to medical tourism.

H4. Political decision relates to medical tourism.

H5. Government decision on sanctioning visa related to medical tourism.

H6. Government decision on demonetization affects to medical tourism.

H7. Government decision on CE Act relates to medical tourism.

H8. Accreditation not relates to medical tourism.




Descriptive Statistics of Explanatory Variables

Descriptive statistics of explanatory variables were set under eight categories, viz., age of the hospital, type of hospital, media news, political decisions, central government decisions on demonetization, state government decisions on CE Act, and accreditation. Age of the hospital was categorized into four groups, viz., less than 5 years, 5−10 years, 11−15 years, and more than 15 years (Table 2). Multispecialty and superspecialty considered as two different types of hospital. Media news, political decisions, central government decisions on demonetization, state government decisions on CE Act, and accreditation are considered as dummy variable.






Major Results

The cross tabulation between dependent and independent variables of the study is shown in Table 2. The chi-square test of independence is also shown in Table 2. The study results show that medical tourism remains unaffected as the age of the hospital crossed its 10 years of age. The significance value of age of the hospital is more than 0.05. Therefore, the chi-square test of independence shows that there is no association between the age of the hospital and medical tourism. Thus, H1 has been rejected. Medical tourism is more affected in multispecialty hospital than superspecialty hospitals. The 66% respondents are affected due to media influence. But, the significance value shows that no association has been set up between type of hospital and medical tourism. Hence, H2 has been rejected. Media plays an important role on medical tourism. The significant probability value indicates that media influence the medical tourism in the private hospital of West Bengal. This result proves the H3. Political decision is another explanatory variable which influence the medical tourism and 66% of the respondents are agreed upon that. The chi-square test of independence shows that the significance value of political decision is less than 0.05. So, we reject the null hypothesis and it is established that there is an association between the political decision and medical tourism. Thus, H4 has been accepted. The probability value of government decision on sanctioning visa for medical treatment is less than 0.05. So, we reject the null hypothesis. This indicates that there is an association between the government decision on sanctioning visa and medical tourism. Thus, H5 has been accepted. The 40% of the respondents are agreed that demonetization affect the medical tourism in the private hospital of West Bengal. The chi-square test of independence shows that the significance value of demonetization is less than 0.05. So, we reject the null hypothesis and it is recognized that there is an association between the demonetization and medical tourism. Thus, we accept H6. The result shows that 56% of the respondents believed that CE Act of West Bengal affect the medical tourism in West Bengal. The probability value is less than 0.05, so we reject the null hypothesis. Thus, we accept H7. In case of accreditation of the hospital 72% of the respondents opined that medical tourism is affected due to accreditation. The result delineates that significance value is more than 0.05, so we fail to reject the null hypothesis. Therefore, we reject H8 hypothesis.

Table 2:    Relationship between Number of Medical Tourists and Explanatory Variables.
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Source: Primary survey by the authors.

Total numbers of respondents are 50 without any missing values in the study. In the discriminate analysis, we find the difference between not affected to affected group in terms of eight variables, that is, V1, V2, V3, V4, V5, V6, V7, and V8. These are the independent variables which are used as a criterion for discrimination. The study explored how far they are varying. Fisher’s method of discriminant analysis is used for the study. It is based on the idea of discriminate score obtained using a linear combination of explanatory variables. Null hypothesis assumes that there is no variation between the not affected groups of physicians to the affected group of physicians.

Table 3 delineates the group statistics of eight parameters. The mean value of the age of hospital for not affected group is 3.20, while for affected group is 1.96. So, a considerable amount of differences is observed between the two groups in terms of age of the hospital. The same situation is also observed for media, where not affected group mean value is 0.07 and for affected group is 1.00. Similarly, the mean value of political decision, government decision on sanctioning visa, demonetization, and CE Act, government of West Bengal for not affected group to affected group are different. The only mean value of type of hospital and accreditation for not affected group to affected group are not so different. Therefore, these variables are not so discriminating.

The significance of each independent variable in the model is tested through the Wilks’ Lambda. Its range lying between 0 and 1, where 0 suggests that total discrimination, and 1 means no discrimination. Small values of Wilks’ lambda indicate that group means are different, while large values indicate that group means are not different. Since the derived Wilks’ Lambda value is 0.055 which tends to 0, so the group means are different. The null hypothesis of the chi-square statistic is that the function has no discriminating ability. The p-value associated with chi square is 0.000, which is smaller than 0.05. Therefore, we reject the null hypothesis at 5% level of significance and state that the function has significant discriminating ability and conclude there is a difference between not affected groups to affected group. The two insignificant values, viz., type of hospital and accreditation (p > 0.05) indicate that the variables do not discriminate the dependent variable (Table 4). All the variables are significant except type of hospital and accreditation. So, medical tourism does not depend on type of hospital and accreditation.

Table 3:    Group Statistics.
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Source: Authors’ own estimates.

Table 4:    Tests of Equality of Group Means.
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Source: Primary survey.

The study result shows the canonical correlation which measures the extent of association between the discriminant scores and the groups. The canonical discriminant function indicates eigen value for this model 17.130 and canonical correlation is 0.972.

Since there is a single discriminant function all the explained variation is contributed by the function. The 97.2% of variation is being shown in the dependent variable between not affected group to affected group (it exceeds the minimum cutoff of 50%). Hence, there is a high correlation between the discriminant functions and the groups.

Table 1A gives the canonical correlation. Negative sign indicates inverse relation. Age of the hospital and type of hospital are negative. So, more experienced of any private multispecialty or superspecialty hospital leads to less chance that the medical tourism of the hospital will be affected. Media and political decision are playing important role for affecting medical tourism followed by central government decision on demonetization, sanctioning visa and West Bengal CE Act. Accreditation is not playing much important role for discriminating. The discriminant function can be represented as follows:

Discriminant function (D) = (−0.151) age + (−0.149) type of hospital + (0.865) media + (0.498) political decision + (0.101) government decision on sanctioning visa + (0.171) demonetization + (0.124) CE Act + (0.004) accreditation.

The classification matrix or confusion matrix (Table 1B) gives us the percentage of cases that are classified correctly, that is, the hit ratio. The hit ratio explains that 98% discrimination is happening and that are classified correctly.




Conclusions

The result of the study shows that media and political decision are playing the major role followed by central government decision on demonetization, sanctioning visa, changes of CE Act of government of West Bengal, age of the hospital, and type of hospital. Accreditation is not playing much important role for discriminating. Kolkata is enjoying the geographical location advantage and low costs of living as compared to other metropolitan cities make it a preferred destination. (Chakraborty & Sanyal, 2016). Today media is extremely powerful and coverage of different incidents of the states has the impact on the local hospitals. To revive the reputation of the hospitals, management need to focus on quality and service improvements (proper care about billing, patients discharge, patients counseling) so that grievances against them could be minimized. Political decision and government decisions (both central and state) also affect the medical tourism industry. However, these problems can be sorted out by proper discussions for the betterment of the industry (Chakraborty & Poddar, 2017). The study result also explained that media and political decision are playing the major role for discriminating between the not affected group to affected group followed by central government decision on demonetization, sanctioning visa, CE Act, government of West Bengal, age of the hospital, and type of hospital. Accreditation is not playing much important role for discriminating.




Managerial Implications

The approach of the media news related to the service rendered by the private hospitals makes lot of doubts and grievances in people’s mind. Any unintentional unfortunate incident happened in these hospitals, media immediately spread the news in such a way that the level of trust on these hospitals gradually diminish. It tarnishes the good image of the hospitals. The new provision of West Bengal CE Act has created a major impact on medical tourism. The initial impact of demonetization has passed away. This chapter shows that external factors like political decisions, government decisions related to demonetization or visa have important role for influencing medical tourism. Therefore, management of these hospitals in Kolkata and Siliguri cities has to make good relationship with the state government and media to control further damage.
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Appendix

Table 1A:    Standardized Canonical Discriminant Function Coefficients.




	 

	Function




	 

	1




	Age of the hospital

	−0.151




	Type of hospital

	−0.149




	Media

	  0.865




	Political decision

	  0.498




	Government decision on sanctioning visa

	  0.101




	Demonetization

	  0.171




	West Bengal CE Act

	  0.124




	Accreditation

	  0.004






Source: Primary survey.

Table 1B:    Classification Results.

[image: image]

Source: Primary survey.
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Chapter 11

Interrelationships among Financial Development, Growth Rate, and Trade Openness: Study for USA, China, and India

Koushik Das


Introduction

In today’s world almost all the countries are under globalization network both in trade and capital accounts. The countries removed trade restrictions for smooth flow of goods and services across the borders and the financial institutions of the countries are integrated more. The central banks of the countries bear additional responsibilities in making the exchange rate of the domestic currency and overall price level stable. They apply different monetary policy tools such as bank rates, reserve ratio, open market policy, forex managements, etc., in these purposes. A depreciation of the home currency vis-à-vis the currency of the trading partner makes import costlier and export cheaper that lead to increase in the reserve of foreign currency. On the other hand, an appreciation of the home currency makes erosion of foreign currency reserve. However, the effects of these two currency changes depend upon the elasticity of export and imports. If the sum of these two elasticities is greater than unity (known as Marshall–Lerner condition) then only the home country will benefit in increasing foreign currency reserves. The free trade theoreticians propose that free trade always makes both or all trading partners better off through appropriations of the comparative advantages the trading partners do enjoy. The overall scales and scopes of the economies improve that make the enhancement of the growth rates of aggregate as well as per capita incomes. Globalization is a common term that encapsulates overall openness of the countries.

But there is long standing debates on whether financial development puts any impetus upon the real sector growth of the economy. Adam Smith did not believe that the financial sectors have any sort of influence upon the production activities and so growth of a nation. Schumpeter (1911), on the other hand, forwarded the counter argument. To him, society progresses through the trade cycle in a dynamic and discontinuous process. In order to break the circular flow, the innovative entrepreneur’s business activities are to be financed by expansion of bank credit. Schumpeter calls it as “creative destruction,” a process by which invention and innovation replace old production methods with the help of the financial intermediaries. Patrick (1966) is probably the first to define clearly the interrelationships between bank credit and growth of output, especially for the undeveloped countries. According to him, there are two ways of explaining the interlinkages between the bank credit and growth of domestic output. One of the ways, as he pointed out, is the Supply Leading Approach and the other is the Demand Following Approach. Later there are a series of research papers that deal with the impact of financial sector in general and the banking sector in particular on the economic growth of a country. Some studies have shown that growth of the financial sector has a positive influence on the economic growth of an economy (Beck, Levine, & Loayza, 2000; Demetriades & Hussein, 1996; Diamond, 1984; Greenwood & Jovanovich, 1990; King & Levine, 1993). Bhanumurthy and Singh (2009) have shown that the recurrent high growth of Indian GDP has been, among others, due to financial inclusion. Sehrawat and Giri (2015) examined the impact of financial development on growth of the 28 states for the period 1993–2012. It revealed that there was causality from per capita credit as well as per capita deposits to economic growth. Ismail and Masih (2015) analyzed the finance–growth nexus in the context of the development of Islamic finance in Indonesia. The study finds a unique cointegrating relationship among GDP per capita, gross fixed capital formation, annual population growth rate, and domestic credit to private sector.

But there are some studies that are skeptical about the positive association between these two components. Lucas (1988) did not found any association between economic growth and finance, and he termed the relationship between finance and economic development as “over-stressed.” Other related studies in this regard include Demetriades and Luintel (1996), Sarkar (2009), etc.

Researches of the recent past reveal that the level of financial development is good only up to a point, after which it becomes a lug on growth. This means that there is a non-linear relationship between finance and growth or, more specifically an inverted U-shape exists between them. In their study, Cecchetti and Kharroubi (2013) find that for private sector credit extended by banks, the turning point is close to 90 percent of GDP. They also find that the faster the financial sector grows, the slower the economy as a whole grows. The study of Law and Singh (2014) gives new proof on the relationship between finance and economic growth using an innovative dynamic panel threshold technique for a sample of 87 developed and developing countries. It reveals that there is a threshold effect in the finance–growth relationship in the way that up to a threshold point the level of financial development is beneficial to growth beyond which further development of financial sector tends to adversely affect growth. In a working paper on finance and economic growth in OECD and G20 countries, Cournède and Denk (2015) find that finance has been a key ingredient of long-term economic growth in the countries over the past half century, but indicate that at current levels of household and business credit further expansion slows rather than boosts growth.

Empirical evidence on the linkages between trade openness and growth is also needed to be presented to support the present study. The study of Chambet and Gibson (2005) estimates the level of financial integration for 25 emerging stock markets over the last decade and also investigates the relationship between the level of a country’s trade concentration and its level of financial integration. It observed that countries with an undiversified trade structure tend to have less segmented financial markets. Finally, the results also suggest that countries less open to trade are more segmented. Sarkar (2008) examines the relationship between openness and growth in a cross-country panel data of 51 less developed countries and shows that for only 11 rich and highly trade-dependent countries a higher real growth is associated with a higher trade share and the countries in the sample including the East Asian countries experienced no positive long-term relationship between openness and growth during the 1961–2002 time period. The work of Osada and Saito (2010) investigates the effects of financial integration on economic growth using panel data of 83 countries for the period 1974–2007. It reveals that financial integration has a positive impact on economic growth through its impact on other determinants of growth such as the volume of international trade and the development of domestic financial markets. In their study, Marelli and Signorelli (2011) analyze the economic growth of China and India in terms of their integration in the global economy with addition of control variables such as the gross fixed capital formation. The study observes that the effect on economic growth upon the variables of interest – openness and FDI – remains positive and statistically significant in all specifications for the two countries. In another study, Dao (2015) investigates the relationship between trade openness and economic growth for 71 developing and developed countries for 1980–2009 and shows that liberalization has a positive and significant impact on economic growth. The study thus becomes an answer to the debates about globalization and the ongoing negotiations of the latest Doha Round, as to whether increased integration into the world economy necessarily means higher growth for a country.

With the advancement of time and expansion of world economy, there needs further examinations into the associations among crucial financial, real sector, and globalization variables for leading countries in the world. The present study tries to fill this gap up.




Objective

Given the sample of studies surveyed the present study investigates further the interlinkages among three crucial indicators, financial integration, growth rate, and trade openness, for the three countries USA, China, and India for the period 1991–2015.




Data

The study uses the data on growth rate of income at constant local currency unit (LCU) and trade openness (total export and import as percentage of GDP) off World Bank and financial development (stock market transaction as percentage of GDP) off IMF. The period of study is 1991–2015 which takes into account the phase of major economic reforms of India and China. USA is another country in the list. The combination of countries covers highly developed nation, USA, the highly developing nation, China, and highly emerging nation, India.




Methodology

Since we have 25 data points which may have stochastic trends, we need to test for stationarity or unit roots of the four series for all the selected countries. We have tested for unit roots by Augmented Dickey–Fuller (ADF) (1979). For a data set of variable, y (yt, t = 1, 2, …, T), where t denotes time, let us consider the following linear regression set up for unit root test for two versions of the ADF(p) regression, viz.,

[image: image]

for the without time trend case and

[image: image]

for the with time trend case.

If β = 0 is not accepted by the ADF statistic then the series is stationary. If this property holds for all the series of financial development, growth, and trade openness, then simple regression does not produce spurious results. If not, we need to test whether the series are integrated of order one (I(1)) or first difference stationary. If we get the result that all the series are integrated of order one then the cointegration analysis between the series will produce long run relations. Since we have three endogenous variables we can run vector autoregression (VAR) model and if we find cointegration among them then we apply vector error correction model (VECM). If VECM provides usual signs and statistically significant results then we can say that there are long run causalities running from any three independent variables to any one dependent variable. If not, we test for short run causality in line with Wald test. If we get significant causality results then we test for the fitness of the model. The stability of the VAR model is tested by AR table to see whether the roots lie within the unit circle. Further, we test for residuals to justify whether there is any serial correlation exists among the error terms (by LM test), whether there is the presence of heteroskedasticity (by Breusche–Pagan test) and whether the residuals are normally distributed (by JB test).

Let us model a VAR system for three endogenous variables such as financial development (FIN), growth of per capita income (GRTH), and trade openness (TRADE). The set of equations for the VAR system is as follows
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where α1, β1j, γ1j, δ1j, θ1j stand for the intercept and slope coefficients when FIN is the dependent variable. The notations with numbers will change accordingly from 2 to 3 for GRTH and TRADE as the dependent variables. Once the optimum lag is selected then the VAR model will have to be modified.

Once it is tested that the series are cointegrated, the modeling of the VECM will be required. VECM is a restricted VAR model and it has cointegrating relation built into the specification so that it restricts the long run behaviors of the endogenous variables to converge to their long run equilibrium relations with short run dynamics. The cointegrating term is known as the error correction (EC) term since the deviation from the long run equilibrium is corrected gradually through a series of short run dynamic adjustments. The VECM for the three variables is given by the following set of equations:
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where [image: image] is the lagged value of the estimated residuals and [image: image] is the EC term. Further, “η” indicates coefficient of EC, it is desirable to be negative and statistically significant to establish the long run and stable associations among the variables. Further, a negative and significant “η” signifies long run causality from any three endogenous variables to the rest of the endogenous variables. In addition, “i” indicates number of cointegrating equations. Short run causality from the above equations can be examined by the Wald test.

Finally, we examine whether the residuals of the models of VECM qualify the diagnostic checking to ensure the model as good fit.




Results and Discussion

We first carry out the test of stationarity of the three series for three countries by estimating equations 1 and 2. It is observed that all the series are non-stationary at their levels but stationary at their first differences. The results of the first differenced series are given in Table 1.

As the series are integrated of order one, we test for cointegration for all the three series in line with Johansen approach. The results for Trace statistics and maximum eigen values are presented in Table 2. The results show that the three series are not cointegrated or have long run equilibrium relations for USA and China but they are for India. This indicates that financial integration (in respect of stock market transaction as percentage of GDP), trade openness, and growth of income for India are interrelated. The upsurge in the growth rate for China is not associated to its magnitude of financial integration and trade share in the long run framework.

Table 1:    Unit Roots Test Results for Financial Development, Growth Rate, and Trade Share.
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Note: Lags are taken on the basis of AIC.

Source: Computed by the authors on the basis of the data of World Bank and IMF.

We now move to test the impact of all the endogenous variables upon themselves for USA and China through VAR model (by estimating equations 3–5) and for India through VECM (by estimating equation 6–8). The results for the VAR model are presented in Table 3 and in Panel III of Table 4 for VECM.

It is observed from Table 3 that financial development of one period lag positively and significantly explains the financial development of the current period for USA. Further, the current period’s growth rate of USA is negatively affected by immediate past period’s value of financial development and negatively by trade share of the last year along with the last period’s growth rate of income. This means, financial integration and trade openness have not been good for growth of the USA economy. But, trade openness of USA is no longer affected by either of financial development or growth rates of any past periods.

The result for China is different to that of USA. Its financial development and growth rates are not affected by other two remaining indicators but its trade share is positively influenced by growth rate and negatively by financial development of the past period.

Since the three variables, FIN, GRTH, and TRADE are cointegrated and have one cointegrating (or equilibrium) relation for India, we did the impact study by means of VECM. The results have been presented in Table 4 (Panel III). It is observed that the short run errors due to deviations from the equilibrium relation is corrected when FIN and TRADE are the dependent endogenous variables but it is not when GRTH becomes the dependent endogenous variable. These results further imply that there are long run causalities from GRTH and TRADE to FIN and, from FIN and GRTH to TRADE for India. Only the one period lag values of growth rate of income positively affects trade openness of the current period and no other variables of any lag periods influence the respective dependent variables in the VECM for India.

Table 2:    Johansen Cointegration Test Results.
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Note: * Denotes rejection of the “no cointegration” hypothesis at the 0.05 level.

Table 3:    VAR for USA and China.
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Note: The figures in the squared brackets indicate t-values.

Table 4:    VAR Granger Causality Test Results for USA and China.
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Notes: – Indicates no significant results.

The VAR results for all the three countries as presented in Tables 3 and 4 (Panel III) are robust as they satisfy the stability condition. All the roots lie within the unit circle (Fig. A1).

Absence of long run associations among the variables particularly for USA and China, and presence of long run associations for India does not necessarily mean that there will not be short run interplays among the variables for all the countries. The interplays have been tested by Granger causality method in a VAR or VECM model through Wald test. The results are given in Table 4 (Panels I, II, and IV for USA, China, and India, respectively). It is observed that the financial developments of USA and China are not caused by the past values of it and the past values of growth rate and trade openness but growth rates of these two countries are individually and jointly caused by financial developments and trade openness. But financial development and growth of income have been the causes to trade share for China but not for USA.

The results for India show that there are no short run interplays from growth and trade share to financial development and from financial development and trade to growth. But, trade openness is caused by (although in weak sense) financial development and growth rate of the country like the long run result. The derived VECM results for India are robust in the sense that the residuals’ diagnostic checking satisfy the serial correlation LM test, heteroskedasticity test, and histogram-normality test as the derived coefficients are with very high probability values that accepts the null hypotheses for the corresponding tests as mentioned in the Methodology section.




Concluding Observations

In a globalized world all the economic indicators, among others, should have synchronizations over the years that will benefit all the trading countries in an equitable manner. The present study has thus attempted to investigate whether three major economic indicators of the modern world economy, namely, financial integration, growth rate, and trade openness, have long run associations for the three leading economies, USA, China, and India. Applying appropriate time series econometric techniques, the study arrived at the results that three indicators are not cointegrated or have long run equilibrium relations for USA and China but they are for India. This indicates that financial integration, trade openness, and growth of income for India are interrelated. The upsurge in the growth rate for China is not associated to its magnitude of financial integration and trade share in the long run framework. The VAR results show that financial integration and trade openness have not been good for growth of the USA economy. But, the irony is that trade openness of USA is no longer affected by either of financial development or growth rates of any past periods. This may be the grounds behind recent retaliation of Donald Trump, the USA President, against its major trading partners, China, Mexico, India, Canada, etc. But the results for China are different to that of USA. Its financial development and growth rates are not affected by other two remaining indicators but its trade share is positively influenced by growth rate and negatively by financial development of the past period.

The VECM results for India reveal that there are long run causalities from growth rate and trade openness to financial development, and from financial development and growth rates to trade openness. Only the one period lag values of growth rate of income positively affects trade openness of the current period and no other variables of any lag periods influence the respective dependent variables in the VECM for India.

The Granger causality test results show that the financial developments of USA and China are not caused by the past values of it and the past values of growth rate and trade openness, but growth rates of these two countries are individually and jointly caused by financial developments and trade openness. But financial development and growth of income have been the causes to trade share for China but not for USA. Again for India, the results show that there are no short run interplays from growth and trade share to financial development and from financial development and trade to growth. But, trade openness is caused by financial development and growth rate of the country like the long run result. Hence, in overall sense, most of the favorable results of examining long run linkages among financial development, economic growth, and trade openness have worked for India and less for USA.
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Fig. A1:    VAR Stability Test for the Countries.

Source: Sketched by the authors on the basis of the data of World Bank and IMF.
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Chapter 12

Interaction between the Formal and Informal Financial Sectors and its Implications on Monetary Policy: Experiences from Indian Economy

Arindam Laha


Overview

Multidimensional credit channels are often designed by policymakers to provide adequate credit to the most desirable sections of the population who often excluded from formal financial institutions. In fact, there are various institutional arrangements through which credit transactions are effected. On the one hand, there are formal financial institutions like commercial banks, regional rural banks, co-operative societies, and other government institutions, whereas, on the other, informal credit market includes landlords, private moneylenders, traders, friends, relatives, etc. Rationing of formal credit results in the under-utilization of such credit and, in turn, the excess demand spilled-over from the formal to the informal credit market. This phenomenon of spilling-over of excess demand into the informal market is known as the horizontal interlinkage. The interaction in the form of horizontal interlinkage is also supported empirically in the context of Indian economy, where credit rationing in formal market compels the excess demand to spill-over to informal market (Bell, 1990). Again another form of interaction is known as vertical interlinkage where informal lenders are viewed as having access to formal sources of lending, and the funds thus borrowed are then re-lent.

In the presence of interlinkage, it can be presumed that if formal credit market expand, then automatically the informal sector would become insignificant. But, the informal sector has proved more resilient than was at first assumed. In reality, it has been observed that along with the growth of the formal sector, the informal sector continues to grow with more resilience than ever before. In fact, Bell (1990) argued that moneylenders are still remaining in their business in various guises. More significantly, recent All India Debt and Investment Survey (Government of India, 2014) have reported that share of informal financing sources was close to half of total households borrowing in 2012 as compared to 43% in 2002. A trend of compositional shift was also evident in favor of relatives and moneylenders, whereas the share of landlords decline (Ghosh & Kumar, 2014). Keeping in view the rising importance of moneylenders in credit transactions, a Technical Group was set up at the guidance of Reserve Bank of India (RBI) to review the efficacy of the existing legislative framework that governs money lending. Based on a survey in 177 districts across 25 states, the group has recommended several innovative approaches in an effort to facilitate quick, informal, and better enforcement mechanism in rural credit transactions (RBI, 2007). In this context, this chapter formulates a theoretical framework to examine the implications on monetary policy on formal and informal sector interactions in the rural credit market. Policy on ensuring competition vis-à-vis regulation is often conditioned upon the horizontal and vertical linkages of formal and informal sectors in credit market. Evidences from All India Debt and Investment Surveys (various rounds) are also highlighted to explore changing dynamics of institutional structure in rural credit market and its implications on interest rate structure.




Formal and Informal Credit Market Linkages: Cross Country Evidences

The issue of interlinkage between formal and informal credit markets has received considerable attention both in the theoretical and empirical research. One of the earliest attempts to examine the crucial linkage between organized and unorganized credit markets in underdeveloped countries was made by Wai (1957). In a major departure from the common belief that there is little connection between organized and unorganized credit markets, Wai (1957) argued that there is substantial link between these two credit markets. In his study, there are some indicators, which can establish a link between the two markets. These are credit extended by commercial bank to agriculture, institutional credit in the unorganized money market, credit to village retailers, etc., that provide a link.

However, in the existing literature there is a debate pertaining to whether formal financial institutions should substitute or complement informal financial intermediaries. Cross country empirical evidences suggest that these two sectors are complementary to each other in the sense that there is a considerable flow of funds in both directions (Alam, 1989; Geron, 1989; Larson, 1988; Umali, 1990) (see Table 1). However, another form of horizontal interlinkage is also supported empirically in several regions of India, where credit rationing in formal market compels the excess demand to spill-over to informal market (Bell, Srinivasan, & Udry, 1997; Bhaumik & Rahim, 2004; Ghatak, 1981).

Importance of informal intermediaries in the rural development cannot be undermined and the replacement of all non-institutional sources of credit by institutional one is simply prohibitive and utopian (Boumen, 1989). In fact, it is very difficult to demarcate a dividing line between formal and informal financial markets as they are closely intertwined (Ghate, 1992). In fact, in between these two sectors, it was observed that there exists a continuum of many submarkets.

Table 1:    Interaction between Formal and Informal Financial Institutions in Selected Countries.




	Country

	Source

	Remarks




	Japan

	Wai (1957)

	Agriculturists and cooperative associations raised funds by drawing promissory notes or agricultural bills. These bills are discounted and rediscounted by the cooperative associations, the credit federations and the Central Cooperative Bank for Agriculture and Forestry, which borrows funds from the Bank of Japan whenever necessary.




	Bangladesh

	Alam (1989)

	One-half to two-thirds of rural informal loans originated with the banks and was relent by informal lenders.




	Philippines

	Larson (1988)

	70% of his sample traders obtained 60% of their funds from the banks.




	Philippines

	Geron (1989)

	125 rural lenders operating in rice and coconut producing villages and showed that 70% of the respondents obtained from banks.




	Philippines

	Umali (1990)

	An informal lenders survey in 1978 of 163 rural informal lenders in three Philippine provinces showed that 52% of rural informal lenders obtained bank loans from formal sector, mainly from commercial bank. It comprises half of their loanable fund.




	Philippines

	Philippines Institute for Development Studies and the Agricultural Credit Policy Council (1986)1

	Nearly a third of the commercial banks and development banks, and 17% of the rural banks in the sample, have lent to informal lenders. The percent of total bank loans that have gone to these informal lenders ranges from 15% for rural banks to 55% for the development banks.




	Philippines

	Floro and Ray (1997)

	Existence of vertical interlinkage whereby informal lenders have an access to formal sources of lending. Based on the several empirical studies on Philippines, the authors showed that there always exists a credit layering that parallel the distribution chain in marketing.




	India and South Korea

	Ghatak (1981)

	A significant relationship between the interest rates in organized and unorganized credit markets.




	Sangli district in Maharashtra, India

	Bouman (1989)

	Commercial banks have sought actively to finance moneylenders, pawnbrokers, and milk collector: bishis deposit idle funds with banks for safekeeping; both bishi and urban credit society (UCS) are known as interim lending agencies for clients of primary agricultural credit society (PACS) and banks.




	Punjab, India

	Bell et al. (1997)

	Credit rationing in formal market compels the excess demand to spill-over to informal market.




	Districts of Hooghly and Bankura in West Bengal, India

	Bhaumik and Rahim (2004)

	A large portion of farmers in the region has necessity of formal credit support and lack of access thereof leads to dependent on informal credit sources.






Monetary policy has a crucial role to play in the financial development of a country. Ghate (1992) recommended two broad policy approaches like promoting competition and linkages. Promoting competition approach is appropriate where informal lenders exercise market power and earns rent. In this case, formal sector can compete with informal lenders and bring informal sector rates down. Again, where informal sectors are competitive but the costs of funds are high the formal sector should pass on the benefits of lower cost funds to informal lenders by promoting linkages. This kind of interaction has important implications to credit and monetary policy. But in the long run, financial liberalization is likely to lend to progressive integration of the two sectors, with each play a role in its area of comparative advantage. To reform rural interest rate structure as a part of financial liberalization policy, there are two distinct models – neostructuralist models and financial repression models1 (Buffie, 1984; Shaw, 1973).

In Indian context, Srivastava (1992) evaluated the relevance of financial repression models and neostructuralist models of underdeveloped financial sectors. The approach adopted in his study avoids some of the conceptual problems in the earlier effort of modeling informal credit market by Acharya and Madhur (1983), and Sundaram and Pandit (1984). In a systematic effort to model the complex nature of informal credit market in India, Acharya & Madhur (1983) investigated whether the formal and informal credit markets in India are interlinked or not. They have formulated a “minimal” model, which characterizes demand and supply in the formal and informal credit markets as well as the links between them. With the help of empirical results based on the annual time series data for the period 1951–1952 to 1976–1977, they have shown that there is substantial linkage between these two credit markets. In a major contribution to the debate relating to the interlinkage between formal and informal credit markets, Sundaram and Pandit (1984) challenged the basic foundation of Acharya and Madhur (1983) model and substantiated their argument with systematic empirical investigation. It has been argued that the earlier model failed to capture the reality of segmented informal credit market and the actual origin of black liquidity only in the illegal informal credit market. There is a little empirical support of the fact that the bazaar bill market is a residual absorber of the spill-over of excess demand from the organized credit market. In response to the criticism of their earlier paper, Acharya and Madhur (1984) defended their own earlier arguments. In respect of the characterization of the informal credit market, they argued that the informal credit markets are not as segmented as Sundaram and Pandit assumed, and there is nothing wrong in treating bazaar bill market rate as an indicator of informal market rate of interest. However, Srivastava (1992) raised some conceptual problems regarding the relevance of bazaar bill rate as a representative of segmented informal credit markets. The alternative framework on money-output causality implied by the financial repression and neostructuralist models was strongly rejected for the Indian case.




Fragmented Duopoly Credit Market and Implications on Monetary Policy: A Theoretical Framework

In the context of backward agriculture, several attempts have been made in modeling “market fragmentation” of rural input (especially credit) and product markets (Basu & Bell, 1991; Chaudhuri & Banerjee, 2004; Mishra, 1994). A fragmented market can be characterized as neither a monopoly nor a duopoly, rather a case in between a monopoly and oligopoly. This type of fragmented market encompasses two segments: a captive segment (a seller enjoys monopolistic power) and a contested segment (a seller competes with other sellers). This model of fragmented market is closely related to the oligopoly model with switching cost (Klemperer, 1987). However, the line of analysis provided in the existing literature consists of only strategic interaction of two or more informal sellers in credit or output markets.

In this study, we have tried to extent the theoretical framework of fragmented duopoly developed by Basu and Bell (1991). Our model differs in considering horizontal and vertical interaction in formal and informal credit markets. Consider the case of two lenders: lender 1 provides institutional sources of credit, while lender 2 is an informal lender involved in interlinkage of factor markets. Both the lenders are allowed to have their own captive segments in a village economy. Inequality in the access to credit by borrowers is the root cause of fragmented credit market, that is, favored borrowers obtain credit from formal sources at lowest, sometimes subsidized rate while others opt of inefficient, expensive informal sources (Aryeetey, 1994). Following World Bank (2005) classification, borrowers can be classified into two broad categories: financially served (formally included and informally served) and financially excluded (voluntary or involuntary). Formal financial service providers includes bank or near banking semi-formal institutions (i.e., self-help group (SHG), microfinance institutions, business correspondent (BC), etc.).

In the credit market, access to credit is considered as the sequential decision-making process (Das & Laha, 2017). In the process, at stage 1 (Fig. 1) the household decides whether to apply for formal credit. The process of sanctioning of formal credit involves an extensive administrative formality and restrictions but still it is considered as cheaper and most preferable source of credit. At stage 2, the lender has to decide whether to satisfy total or partial credit demand of the borrower, or to complete rejection of the credit asked for (Zeller, 1994). It is seen that credit rationing becomes the key factor to develop horizontal interlinkage between formal and informal financial institutions. If formal credit is adequate to satisfy borrowers’ need then it is a case of no credit constraint. Borrower whose demand is partially fulfilled by formal sector can be termed as partially credit constraint. Their demand spill over to informal credit market and develop a horizontal credit interlinkage.

Following such classification, borrowers can be represented by two sets of people in this model: S1 as formally served category and S2 as informally served category. Rationing of formal credit often spill-over the excess demand of some formally served borrowers to informal lenders, and thereby having some common members in between S1 and S2. In this sense, there is an overlap in between S1 and S2, that is, S1∩S2≠Φ. In notations, borrowers are partitioned into three sets, N1, N2, and N3, consisting of n1, n2, and n3 people, respectively. Members of N1 can borrow only from formal lender 1 (i.e., no credit constraint); members of N2 can borrow from informal lender 2 (fully credit constraint) and the members of N3 can borrow from both 1 and 2 (partially credit constraint). In other words, N1 and N2 represent captive segment of lenders 1 and 2, respectively, while N3 is the contested segment, that is, S1 = N1∪N3 and S2 = N2∪N3. Formal lender can reach out only a fraction (α) of the borrowers in the contested segment in the presence of credit rationing.

[image: image]

Fig 1:    Sequence of Borrowers Choice of a Financial Institution. Source: Sketched by the Author.

Assumption 1. There are n identical borrowers in the credit market, each with a demand function given by L = L(i) where i is the interest rate and L is the volume of loanable fund. Given the total loan supply, interest is given by the inverse demand function i = i(L), such that i/(L) < 0.

Assumption 2. Existence of vertical interaction, that is, informal lender has access to formal sources of credit at a given interest rate iF.

Assumption 3. Institutional lenders cannot discriminate the borrowers due to social sanctions. There is no variation in the formal interest rate (iF) in the captive or the contested segment of the market. However, the informal lender can practice price discrimination. Implicit interest rate of the interlinked contract in the captive segment (i2) exceeds the explicit interest rate in the contested segment (i1) (Basu & Bell, 1991). Depending on the demand of market segments, the informal lender allocates β fraction of credit to the captive segment and the residual amount (1− β) to the contested segment.

Depending on the assumptions of the model, we have considered the distribution of the borrowers in two segments of the formal and informal markets. The extent of credit rationing in the formal financial sector often determines the size of the captive and contested market segments in rural credit market. Depending on the extent of credit, the following pay-off of the lenders (Π1, Π2 for formal and informal lenders, respectively) is estimated in three different situations.

Case I: Excessive Credit Rationing

[image: image]

Case II: Moderately Credit Rationing

[image: image]

Case III: No Credit Rationing

[image: image]

It can be seen that as we move from excessive credit rationing to moderately credit rationing and ultimately to no credit rationing, the informal lenders are losing contested segment of the credit market. In other words, it can be expected that they are crowded out from the contested segments of the market. In the existing literature, it is known as the horizontal interlinkage between formal and informal credit market through promoting competition in the credit market. The actual mechanism through which an expansion of formal credit will affect the interest rate in the contested segment of the informal market is illustrated with the help of a demand and supply of loan schedules in formal and informal credit markets (Fig. 2).

In Fig. 2a, we assume that the interest rate in formal credit market is institutionally fixed at a lower level at [image: image].2 This rate of interest is not a “Walrasian equilibrium” interest rate where demand for loan equals supply of loan. In this formal market, the presence of credit rationing can be explained by the excess demand gap of AC. On the other hand, informal credit market performs a market clearing role as the excess demand in formal credit market spill-over to informal credit market and hence raise the cost of funds there. This mechanism of contested segment of informal credit market is shown in Fig. 2b, where demand and supply of credit in the contested segment are equated at a rate of interest [image: image]. Now we assume that the monetary authority increases the volume of credit and hence the supply of loanable funds increased to S2. If rate of interest is assumed to be fixed at institutional level, then the immediate impact of expansion in credit is to reduce the excess demand in the market to BC. As the excess demand in formal credit market is curtailed, the demand curve of the contested segment of the informal credit market shifts downward to D2. The rate of interest in the informal credit market decline to [image: image]. The decline in rate of interest in the contested segment has no impact in the captive segment of the informal credit market (Fig. 2c). However, the informal lender can use the excess loanable fund in the captive market to reduce the implicit rate of the interest in that market, and thereby can maintain same profit level as earlier. Thus in the presence of horizontal interlinkage between formal and informal credit markets, there is an association between expansion of credit and provisioning of informal credit via the interest rate mechanism.

[image: image]

Fig. 2:    Mechanism of Expansion of Formal Credit on Informal Credit Market. Source: Drawn by the Author.




Overview of Rural Credit Policy Approaches Toward Establishing Linkages in India

The close linkage between the formal and the informal credit markets has also been observed in India through the mediation of the indigenous bankers,3 namely Multanis, Gugarati Shroffs, Nattukottai Chttiars, kallidaikurichy Brahmins, and the Marwari bankers of Assam known as Kayas. One of the earliest attempts was made by Indian Central Banking Enquiry Committee in 1931 to establish the linkage between the indigenous banking system and allied institutions of para-banking type. Visualizing the linkage between the indigenous bankers and the RBI, the Committee recommended that the indigenous bankers should be made useful members of the Indian Banking system. However, in order to get the access to the rediscount facilities, the indigenous bankers should satisfy certain preconditions.

The process of integrating indigenous bankers with the modern banking system has been figured prominently in various scheme formulated in May 1937. As the scheme was unacceptable to the indigenous bankers, so another scheme was formulated in August 1937 by following the recommendations of the Indian Central Banking Enquiry Committee for establishing direct linking of the indigenous bankers with the RBI. The bankers who have a minimum working capital of Rs. 2 lakhs and fulfill other conditions can access rediscounting facilities, the right of advances against government paper and remittance facilities, as enjoyed by the commercial banks. But this attempt of linking does not receive much success due to its precondition of the segregation of banking from non-banking activities. The next attempt of integration was made in 1941. This time, RBI insisted not to curtail immediately their non-banking operation, but suggested to discard non-banking business altogether within a stipulated period of time. Again, these conditions were unaccepted to the shroffs. In 1949, a special enactment was passed to regulate banking sector. But it only confined itself to the banking activities of companies or corporation and thus leaves out the activities of other persons and institutions engaged in banking. As a result indigenous bankers were free to accept deposits from public and also engaged in different types of non-banking activities.

This issue of integration was raised again in 1954 when the committee on Finance for the Private Sector recommended that it is necessary to encourage the rediscounting by the RBI of usance bills of indigenous bankers through the scheduled banks. The committee expected that this would provide additional funds to commercial banks by rediscounting hundis. In the Report of the Banking Commission (1972), the nature of the link between organized banking system and indigenous bankers was traced out as follows:

First, the discounting indigenous bankers provide a link. In this case, a continuous relationship is maintained by the organized and the indigenous sector of the money market. Secondly, often indigenous bankers are engaged in the hundi business. In this way, they came in contact with the commercial bank who discounts the hundis. While most of the multani bankers have accommodation facility with at least six to seven banks, some of them enjoy facilities with as many as 13–16 banks.

The Banking Commission (1972) viewed that

the future of indigenous banking seems to lie in linking itself with the organized financial system by taking on some of the activities of ancillary non-banking financial intermediaries such as dealing in short term paper.

However, it is unlikely that the expansion of commercial bank in recent past decade will be able to displace indigenous bankers altogether. In fact, the share of informal lenders did not shrink away from one-third of total financial transactions even after the social and developing banking experience,4 especially after nationalization of commercial banks (Table 2). Financial liberalization policy has reversed the trend in the expansion of institutional credit as noticed in the earlier decennial surveys. It is evident that the share of informal financing had increased from 36% in 1991 to about 43% in 2002, and further to 48% in 2012. This 12% point decrease in the share of informal sector is resulted in the decreased share of institutional credit agencies. Among the non-institutional credit agencies, professional moneylenders with a share of 28.6% is the most important non-institutional credit agency, followed by friends and relatives (16.2%).

Table 2:    Changing Scenario of Informal Financing Sources (Share of Informal Lenders in Percent).

[image: image]

Source: AIDIS (various years).

However, one of the aspects of financial liberalization policy is to emphasis on informalization of rural institutions in an effort to search for an “access institution.” The new institutional arrangements are expected to revitalize our financial system into a more inclusive one. Microfinance5 is one such semiformal institutional mechanism which has entered into the vacuum created by the withdrawal of the state in rural credit market. The SHG – bank linkage models which dates back from the NABARD initiated pilot project of 500 SHGs in 1992 is much popular in India, than the internationally established microfinance institution model. If SHG – bank linkage model is effective in delivery of basic financial services, then it is now expected that the informal institutions like moneylenders can also be useful within the financial system since he has more information about the characteristics of people in rural areas than the formal financial institutions.

In this direction to recommend an innovative ways to linking moneylenders with formal financial institutions, a Technical Group under the chairmanship of Mr S. C. Gupta was set up at the guidance of the RBI in May, 2006. It was suggested that banks should compensate moneylenders according to the moneylenders’ opportunity costs and information contribution. The report proposed an establishment of direct financial linkage to help informal institutions to diversify their sources of funding, expand their loanable funds, and balances liquidity shortages and excesses. Banks must treat informal lenders as channel partners to facilitate remittances, payment of utilities, and mobilization of savings or even facilitates loan payouts. The group has suggested the creation of a new class of moneylenders called “Accredited Loan Providers.” Unlike the traditional moneylenders, these new breed of lenders can establish a vertical linkage with formal financial institutions and thus facilitates mobilization of savings and re-lending of borrowed amount to rural masses. Such advances granted by the scheduled commercial banks to the co-opted moneylenders will be treated as “priority sector” lending. A competition between more established moneylenders and the accredited loan providers would bring a discipline in the informal credit delivery structure.

Following the recommendation of the Technical Group, the government has introduced BC model in 2006. By providing regulatory framework conducive to involve the non-bank agents and NBFC–MFIs, in such process RBI extend the right of banking services to people’s doorsteps. The scheme is being implemented through a public private partnership model and a customer service point acts as representative of a bank (Khan, 2012). BCs agents, popularly known as Bank Mitra, would identify potential customers, motivate them and involving in marketing banking services to such customers. The outlets of Bank Mitra (or customer service point) generally undertake banking activity through the application of different technologies adopted by the Bank (viz. card technology,6 kiosk banking technology,7 and cell phone messaging technology8). As per official estimates, the banking outlets opened through BCs in villages increased by 12,243, while the number of accounts opened through BCs increased by 49 million during 2016–2017 (RBI, 20179).




Conclusions

Since the dawn of pre-independence, the attempt of regulation by the monetary authority to develop a vertical linkage with indigenous bankers has not made any headway in view of legal and practical difficulties in the way of integration. Most indigenous bankers realized that it is better for them to remain outside central direction and control. In this scenario, monetary authority wanted to develop a horizontal interlinkage in which formal sector banks compete directly with the indigenous banks in credit provision. So a new approach that strengthens the co-operative movement and speed up the branch expansion of commercial banks was taken. However, there is still a large section of public opinion which feels that integration of these agencies into the organized money market is of prime importance for ensuring an effective monetary control. The theoretical model in this chapter also suggests that an expansion of formal credit can address the problem of credit rationing in the formal credit market, and thereby results in reduction of informal interest rate in contested segment. Empirical evidences on All India Debt and Investment Surveys suggest that social and development banking experiences facilitated in crowding out the contested segments of informal sector in a significant way. However, ensuring efficiency of financial sector in the post-liberalization period resulted in informalization of formal sector (through the policies of microfinance, branchless banking, and other semi-formal institutions) and appearance of moneylenders and friends and relatives as the sources of informal credit in rural India. Interest rate deregulation policies and access to credit at zero interest rates from friends and relatives helps in narrowing down the interest rate differential between formal and informal rates.
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1 Financial repression models ignore the large informal financial sector found in many countries. On the other hand, neostructuralist models incorporated informal credit market (or curb market) as a flexible price version of the formal credit market.

2 As a policy variable, interest rate is determined by the Reserve Bank by using liquidity adjustment facility (fixing up repo and reverse repo rates), monetary stabilization scheme, and open market operations. Thus, it is fixed up at a particular level in the short run (Lahiri, Ghosh, & Ghosh, 2015).

3 Though there is no universally accepted definition of indigenous bankers but Indian Central Banking Enquiry Committee (1931) defined an indigenous banker as “any individual or private firm receiving deposits and dealing in hundis or lending money.”

4 The social banking policy emphasized on some key aspects of financial sector development, namely the geographical spread of the branch network, deposit mobilization, and the distribution of bank credit between regions, sectors, and certain disadvantage groups.

5 Microfinance is known as one of the financial services of very small amounts to the poor for enabling them to improve their living standards.

6 A smart card with a chip (which is a contact or a contact less card) or a chip-less or just a plastic card may be used for transacting. These cards work with biometric identification. The transactions can be either online or offline.

7 In Kiosk banking, a BC can enroll customers and open No Frills Savings Bank Account by using a finger print capturing device enabled with internet connectivity. The transactions are always online in Kiosk banking.

8 In the cell phone messaging technology anyone with a mobile phone can open the No Frills Accounts. This is not biometric enabled and has different security features.

9 See RBI Annual Report (2016–2017, p. 83).
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Chapter 13

Global Financial Crisis: A Study of Its Impact on Select S&P BSE Sensex Companies in India During 2005–2013

Soumita Mukherjee and Ashish Kumar Sana


Introduction

Financial crisis refers to a situation where there is a sudden decline in country’s GDP growth rate and the citizens of the country lose faith in the growth of the economy, associated with a huge lose in the monetary value of the financial assets and institutions. Financial crises are not uncommon events. Financial crises have occurred throughout all countries over the world, over decades starting from early seventeenth century. Though the causes of each crisis differ but they have some common characteristics. Those elements are remarkable change in credit volume, disbursement, increase in price of the assets, interruption in the smooth functioning of the financial system, decrease in the supply of external financing, problems in balance sheet in large scale, etc.

The year 2008–2009 is characterized by a contraction in the business cycle and a slowdown in economy globally. Although India was not the center of the global financial crisis but it has been unable to escape the contagion effect of the global crisis. This crisis called subprime crisis originated in the United States due to the large amount of subprime borrowing and lending, use of complex derivative instruments, which transformed into global crisis. Rakshit (2009) also stated about the subprime crisis and mentioned it as the prime cause of the global financial crisis. He said global crisis affected the other countries also including India.

The world economy experienced a sharp decline in stock market activities, rising unemployment, and a declining GDP growth rate as the consequences of the crisis.

The global crisis affected the developed countries and there has been a remarkable slowdown in economic growth of the developing countries also, has been stated by Cali, Massa, and Velde (2013). The exhaustive amount of subprime lending created a bubble in the real estate sector of the US market. Ultimately, in due course the bubble burst with a sudden decline in real estate price, leading to the outbreak of subprime crisis. This crisis was further fueled by use of complex derivative mortgage instruments. The reason for the crisis are varied and complex. Kaushal (2012) discussed about the origination of the global financial crisis. He identified the subprime crisis in the United States to be the prime cause of global financial crisis and at the same time mentioned about the immediate cause of the global meltdown as the failure of the investment giants like Lehman Brothers first and AIG, Merrill Lynch subsequently after suffering losses in the subprime market (Gupta, 2009; Stiglitz, 2011).

The effect varied from one economy to another. Matei and Matei (2013) discussed about the impact of global crisis on European economy, especially on the level of employment and concluded that there was a decrease in economic activity and increase in unemployment. The effect of global recession on developed economies was more compared to developing countries.




Objectives of the Chapter

The objectives of this chapter are:

(i) To identify the causes or genesis of global crisis.

(ii) To examine the impact of the crisis on world economy with special emphasis on India.

(iii) To make an analysis of the impact on the securities price movement of select S&P BSE Sensex companies in India.

(iv) To suggest policy measures that could probably prevent the reoccurrence of the crisis.




Database and Methodology

The study is based on secondary data. The period of study is from January 2005 to February 2013 and it is divided into three periods: 2005–2007 pre-crisis period; 2008–2009 crisis period; and 2010–2013 February as post-crisis period.

The methodology used for the present study is the return on equity price return of 13 BSE Sensex companies representing the 13 sectoral indices taken at random has been calculated. The reason behind selection of these companies is that most of the companies represent the S&P BSE Sensex 30. Along with that the return of Sensex, respective sectoral indices and Dow Jon Industrial Average (DIJA) has also been calculated. The formula used for calculation of return is [image: image], where Pt = price of the current year, Pt–1 = price of the previous year. Log return has been calculated because log return helps to capture the fluctuation in daily share price movement.

After that descriptive statistics has been calculated on the log return of share price by using Eviews statistical package. The unit root test has been conducted by using Augmented Dickey Fuller (ADF) test and Philip Perron (PP) test to check the stationarity of the variables. Correlation coefficient between the variables has also been calculated to find out the degree of their association. Finally, a regression has been run to check the impact of change in share price movement of the select companies representing the 13 sectoral indices on the Sensex movement and Johensan cointegration test has been done to find the relationship between the DIJA index representing the US stock market and S&P BSE Sensex representing the Indian stock market.

The following is the list of the company selected from each of this sector:




	S&P BSE Sectoral Indices

	Company Selected




	S&P BSE FMCG

	Hindustan Unilever Ltd. (HUL)




	S&P BSE Metal

	Sterlite Industries Ltd.




	S&P BSE Healthcare

	Cipla Ltd.




	S&P BSE Teck

	Bharti Airtel Ltd.




	S&P BSE IT

	Infosys Ltd.




	S&P BSE Auto

	Tata Motors Ltd.




	S&P BSE Power National Thermal Power Corporation Ltd. (NTPC)

	 




	S&P BSE PSU

	Bharat Heavy Electricals Ltd. (BHEL)




	S&P BSE Oil & Gas

	Oil & Natural Gas Corporation Ltd. (ONGC)




	S&P BSE Bankex

	State Bank of India (SBI)




	S&P BSE Consumer Durables

	Titan Industries Ltd.




	S&P BSE Capital Goods

	Larsen & Toubro Ltd (L&T)




	S&P BSE Realty

	DLF Ltd.






Source: www.bseindia.com.




Genesis of the Global Financial Crisis

Genesis of the financial crises as identified from different literary works has been discussed as follows:

(a) Asset Price Booms and Bursts. The asset price booms are popularly known as “bubbles.” Significant continuous increase in asset price is referred to as bubble. The deviation of actual asset prices in current scenario from the expected one is called bubble. It is the extreme form of price deviation. The creation of bubbles is succeeded by bursts. This has been observed many a times. Different models have been identified by experts to explain the asset bubbles. Those include rational behavior of individuals leading to mispricing further leading to bubbles. This has been explained by Blanchard and Watson (1982) model. Another factor is the distortion in microeconomic fundamentals which results in mispricing and other the irrational behavior of individuals explained by Branch and Evans (2008) and Pastor and Veronesi (2006).

(b) Credit Booms and Bursts. Huge increase in the amount of credit disbursal is another contributing factor of financial crisis. East Asian financial crisis in 1990s is an example of this type of crisis. High growth rate of GDP is usually associated with a creation of credit boom stated by Dell’Ariccia et al. (2013).

(c) Asset Price Impact and Credit Burst. Creation of asset bubbles and credit bubbles are accompanied by their bursts. These booms are usually different and are larger and stronger from the normal business cycle booms. Asset price bust can affect the lending of banks and investment decision of other financial institutions which in turn affects real economy (Rakshit, 2009; Ray, Hurst & Kirby, 2008; James et al. 2009).

These problems were serious problems and it was indeed a difficult task to find solution of this problems. The crisis was combination of mismanagement of risk and wrongful allocation of capital (Reddy, 2009; Sengupta, 2009). Orlowski (2013) discussed about the causes of global financial crisis of 2008 and mentioned that there are certain macro- and microeconomic factors that contributed to the global crisis.




Impact on India

Different sectors of Indian economy got affected by the crisis; the impact was different for different sectors (Bhanumurthy, 2009; Bhaskaran, 2009; Bill, 2012; Dattels & Miyajima, 2009). Stock market, export and import sector, handloom, jewelery export, tourism (Henderson, 1999) and SME sector (RoyChowdhury, 2011), IT–BPO sector, FII and FDI, employment sector, real estate sector, banking sector, investments, exchange rate were affected by the crisis (Arner & Zibell, 2011; Banerji & Dua, 2010).

During the year 2008–2009 the stock markets of most of the countries in the world faced a declining trend. Muthukumar, Senthamil, and Palanichamy (2011) stated Indian economy has been affected by the crisis but the extent of the impact is different in different sectors. Stock market activities witnessed a sharp decline throughout the world and likewise Indian stock market too. During January 2008 till January 2009 FII level came down, and as a result the Sensex came down to 9,000. Stock prices fell by 50–60%. Official statistics revealed that India’s export declined from $12.7 billion in December 2007 to $1.5 billion in November 2008, whereas the import increased from $6.1 billion to $21.5 billion thereby widening the trade deficit. The manufacturing sectors in India were badly affected and saw a sharp decline in demand on account of the financial turmoil. The volatility of exchange rate has increased in India since the crisis period of 2008–2009. High volume of sale by the FIIs led to the depreciation of rupees against dollar. The real estate sector faced an acute scarcity of resources with a declining demand during 2008–2009. The amount of investment in different sectors also declined to a remarkable extent.

Despite all these, India has shown a remarkable resilience in the period of crisis due to her “dynamic” feature as identified by (Thakur & Choudhary, 2011) experts.




Empirical Findings

The closing price of the different variables has been selected for the purpose of the study. The results arrived at during the period of study indicates that the movement of the different companies share prices affected the Sensex movement to a large extent (Sana, Mukherjee & Raychaudhuri, 2014; Srinivasa & Yoonus, 2012). The descriptive statistics results followed by correlation, unit root test results, Johansen cointegration test results and regression results on indices and company share prices return has been presented in Tables 1–3.

During the pre-crisis period, the mean return of all companies positive except Cipla and Infosys. The highest mean return is of Titan representing the Consumer durable sector followed by SBI, Airtel, BHEL, L&T. Standard deviation representing the volatility, of Sterlite Ltd is highest followed by Cipla, L&T, BHEL, Infosys. Skewness is negative of CIPLA, Tata motors, Infosys, L&T, ONGC, SBI, Airtel, BHEL, and Sterlite. Kurtosis shows all to be leptokurtic, that is, all values greater than 3 meaning a high level flat tail. The Jarque-Bera test shows the series to be normally distributed. During the crisis period, the result shows positive mean return of all the companies except Infosys, Airtel, DLF, BHEL, L&T, NTPC, ONGC, Sterlite, and Titan. The highest return is of Cipla followed by Tata motors, HUL, SBI. Standard deviation of DLF highest followed by Infosys, Sterlite, Airtel, SBI representing the market volatility. Skewness is negative for all except Tata motors, L&T, ONGC, BHEL, DLF, and Titan. Kurtosis shows all to be leptokurtic, that is, all values are greater than 3, that is, high level flat tails. The Jarque-Bera test shows the series to be normally distributed. Return of all the companies seen to be negative except Tata Motors, HUL, Cipla during post-crisis period. The highest mean return (positive) is of HUL followed by Tata Motors, Cipla. Standard deviation of Titan, highest followed by SBI, BHEL, NTPC, Sterlite. Skewness is negative for all companies except Cipla, HU, Infosys, and Airtel. Kurtosis shows all to be leptokurtic, that is, all values greater than 3, that is, high flat tails. The Jarque-Bera test shows the series to be normally distributed.

Table 1 reveals that Sensex has a positive association with all the companies representing the 13 sectoral indices for the study during the pre-period, that is, a change in any of these variables will lead to change in Sensex movement. The highest positive correlation is with Tata Motors, SBI, NTPC, Airtel, HUL followed by others, during the pre-crisis period. Table 1 reveals that Sensex has a positive association with all the companies during the crisis period, that is, a change in any of these variables will lead to change in Sensex movement. The healthcare sector, power sector, IT sector, oil and gas sector, automobile sector, banking sector companies found to have a high association with Sensex movement. The highest correlation is with SBI, DLF, NTPC, BHEL, and ONGC. Table 1 reveals that Sensex has a positive association with all the companies during the post-crisis period, that is, a change in any of these variables will lead to change in Sensex movement. The healthcare sector, power sector, IT sector, banking sector companies is found to have a high association with Sensex movement. The highest correlation is with L&T, SBI, and DLF.

Table 1:    Closing Descriptive Statistics During Pre, Crisis, and Post-crisis Period of Company Equity Prices & Sensex & DIJA.

[image: image]

[image: image]

Source: Compiled by the authors.

Table 2:    Pre, Crisis, and Post Period Stationarity Test Result and Johensan Cointegration Test Results.

[image: image]

Source: Compiled by the authors.

Table 3:    Regression Results.

[image: image]

Source: Compiled by authors.

Sensex return is higher compared to DIJA return. Standard deviation of DIJA is higher compared to Sensex. Skewness of DIJA is higher. Both Sensex and DIJA are negatively skewed. Kurtosis shows all to be leptokurtic, that is, all values greater than 3. But Kurtosis of Sensex higher compared to DIJA in pre-period. All variables showed a negative return. Standard deviation of Sensex has been higher compared to DIJA. All variables are positively skewed except that of opening Sensex. Kurtosis of closing DIJA higher and all variables have value greater than 3, that is, shows all to be leptokurtic in crisis period. Mean return of the opening Sensex higher compared to other variables. Standard deviation of DIJA is higher. All variables are negatively skewed except closing Sensex. Kurtosis of opening DIJA higher and greater than 3, that is, all are leptokurtic in post-crisis period (Tables A1–A9).

ADF test and Philips Peron test have been conducted to test the stationarity of the variables. The ADF test and Philips Peron test result showed at intercept the variables are stationary at level, during all the three period of study. The test statistical value of both Sensex and DIJA for ADF and PP test is greater than the critical values at 1%, 5%, and 10% level of significance for all the three periods, that is, the pre-crisis, crisis, and the post-crisis period. The null hypothesis has been rejected at 1%, 5%, and 10% level of significance which showed that all variables have no unit root, that is, stationery at level. The results showed the time series to be stationary with same mean, variance, and covariance irrespective of time. Null hypothesis of the unit root of the indices return is rejected, implying that they do not show random walk and are stationary.

This test has been conduct to find out the existence of long run relationship among all variables. The test results revealed that all the trace values to be greater than 0.05 critical value, which implies rejection of null hypothesis, that is, there is no long-term relationship among the variables and hence acceptance of alternative hypothesis which indicates a long run relationship among the two variables, that is, Sensex and DIJA for the three period, pre-crisis, crisis, and post-crisis period (Tables A1–A5).

Before running the regression unit root test has been conducted to check the stationarity of the variables and all are found to be stationary.

H0. Share price movement of select companies is not a significant predictor of Sensex movement.

H1. Share price movement of select companies is a significant predictor of Sensex movement.

From the above findings it is apparent that out of the 13 sectoral indices selected for the purpose of present study all sectoral indices movement has a significant influence on the Sensex movement. All the 13 companies are significant predictor of Sensex movement during the pre-period their performances had an impact on Sensex, which is quite apparent from the p-values which are all statistically significant at 5% level of significance. The Adjusted R2 is 86% which implies about 86% of the movement in Sensex is predicted by the movement of all 13 companies.

All the 13 companies are significant predictor of Sensex movement during the crisis period their performances had an impact on Sensex, which is quite apparent from the p-values which are all statistically significant at 5% level of significance, except the Titan Industries representing the consumer durable sector. The Adjusted R2 is 93% which implies about 93% of the movement in Sensex is predicted by the movement of all 13 companies.

All the 13 companies are significant predictor of Sensex movement during the post crisis period their performances had an impact on Sensex, which is quite apparent from the p-values which are all statistically significant at 5% level of significance, except that of Titan industries representing the consumer durable sector and BHEL representing the PSU sector, whose values are statistically insignificant. The Adjusted R2 is 84% which implies about 84% of the movement in Sensex is predicted by the movement of all 13 companies (Tables A7-A9).




Conclusion

The results showed that the global crisis had an impact on the movement of share prices of the companies selected for the present study. The performances of the companies were better during the pre-crisis period, that is, 2005−2007 compared to crisis and post-crisis period. The return of the companies was positive during the pre-period but the return declined during the crisis period. The correlation results showed the companies’ share price movement to be positively correlated with the Sensex movement. The regression results also showed the share price movement of the companies to be a significant predictor of the Sensex movement. The stationarity test showed the variables to be stationary. It is thus suggested that response at international level is desirable to ensure, long-term, democratic, equitable, stable, and sustainable growth. To prevent the reoccurrence of the crisis co-operation of all countries is essentially desirable.
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Appendix

Table A1:    Pre-period Closing Descriptive Statistics.
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Table A2:    Crisis Period Closing Descriptive Statistics.
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Table A3:    Post-crisis Period Closing Descriptive Statistics.
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Table A4:    Pre, Crisis, and Post Period Correlation between Sensex and Companies’ Return.
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Table A5:    Pre, Crisis, and Post Period Stationarity Test Results.
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Table A6:    Pre, Crisis, and Post-period Johensan Cointegration Test Results.
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* denotes rejection of the hypothesis at the 0.05 level

**MacKinnon-Haug-Michelis (1999) p-values

Table A7:    Pre Period.
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Substituted coefficients:

LCL_S_RETURN = 0.0160*LCIPLA_R_CL_PRICE + 0.0385*LBHR_CL_PRICE +
0.1286*LAIRR_CL_PRICE + 0.113*LHUL_R_CL_PRICE +
0.0640*LINFOSYS_R_CL_PRICE + 0.0439*LL_T_R_CL_PRICE +
0.0840*LNTPC_R_CL_PRICE + 0.0826*LONGC_R_CL_PRICE +
0.1606*LSBI_R_CL_PRICE + 0.0097*LSTR_CL_PRICE +
0.111*LTATA_MOTORS_R_CL_PRICE + 0.0314*LTITANR_CL_PRICE + 0.00046

Table A8:    Crisis Period.

[image: image]

Substituted coefficients:

LCL_S_RETURN = 0.063*LCI_R_CL_PRICE + 0.122*LBHR_CL_PRICE +
0.045*LAIRR_CL_PRICE + 0.063*LDLFR_CL_PRICE + 0.061*LHUL_R_CL_PRICE +
0.186*LIN_R_CL_PRICE + 0.035*LLT_R_CL_PRICE + 0.066*LNTPC_R_CL_PRICE +
0.093*LONGC_R_CL_PRICE + 0.154*LSBI_R_CL_PRICE + 0.085*LSTR_CL_PRICE +
0.049*LT_M_R_CL_PRICE + 0.017*LTITANR_CL_PRICE - 0.00015

Table A9:    Post Period.
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Substituted coefficients:

LCL_S_RETURN = 0.055*LAIRR_CL_PRICE + 0.002*LBHR_CL_PRICE +
0.056*LCIPLA_R_CL_PRICE + 0.078*LDLFR_CL_PRICE +
0.094*LHUL_R_CL_PRICE + 0.177*LINFOSYS_R_CL_PRICE +
0.150*LL_T_R_CL_PRICE + 0.092*LNTPC_R_CL_PRICE +
0.010*LONGC_R_CL_PRICE + 0.126*LSBI_R_CL_PRICE + 0.007*LSTR_CL_PRICE +
0.013*LTATA_MOTORS_R_CL_PRICE - 0.0003*LTITANR_CL_PRICE + 0.0001
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Chapter 14

The Efficiency of Indian Commercial Banking Industry: A Comparison of Service Oriented Production Vis-á-Vis Financial Intermediation Approach

Bishan Sanyal, Swati Ghosh and Buddhadeb Chandra


Introduction

The financial sector reforms have affected Indian money and capital market a lot after 1991. Financial sector mobilizes the savings and converts them into investment. Commercial banks play a key role in financial sector. Investment leads to economic growth of any country. So, efficiency and productivity of banking sector is crucial to foster economic growth of India. The objective of this study is to judge the efficiency of commercial banks in India from two different angles and make a comparison between those two approaches. The study compares the different aspects of efficiency of commercial banks based on service oriented production vis-á-vis financial intermediation approach. Commercial banks produce deposits and advances like all other production unit using inputs like labor, capital, etc. On the other hand, these banks accept deposits from public and convert them to advances and investment as they perform the task of financial intermediary. In this scenario, this chapter examines the efficiency of commercial banks in India considering both approaches in the post-reform era.

In 1988, Reserve Bank of India (RBI) forms a committee on computerization of banks, and in 1991 Narasimham Committee – I submit their recommendations for strengthening Indian Banking system suggesting banking sector reform proposal based on Basel accord. In 1998, Narasimham Committee – II report came up with next level of banking sector reforms measure targeting stronger banking industry in India. In 2007, global financial crisis started all over the world effecting banking sector globally about three years or so. This chapter studies the change in productivity of commercial banks in India as a whole from the year 2005 to 2017 using panel data in the post-financial sector reforms period. As banking sector reforms have been implemented since 1991 and in 1998, Narasimham Committee Report – II is implemented, so after five or six years, we can assess the efficiency of banking sector. We can assess the dynamics of productive efficiency of Indian banking sector for the period mentioned above.




Review of Literature

In 1953, Sten Malmquist, a Swedish economist and statistician first found a quantity index for use in consumption analysis in Trabajos de Estadistica (Malmquist, 1953). Later Caves, Cristensen, and Diewert (1982) adapted Malmquist’s idea for production analysis and they termed the productivity changes index after Sten Malmquist. The application of data envelopment analysis based on Malmquist total factor productivity index is broadly used in the comparison of countries and aggregate comparisons of productivity between countries (Fare, Shawna, Mary, & Zhongyang, 1994; Yörük & Zaim, 2005) as well as various economic sectors such as agriculture (Tauer, 1998), airlines (Barros & Weber, 2008), telecommunications industry (Calabrese, Campisi, & Paolo, 2001), etc. Berg, Forsund, and Jansen (1992) offered the first application of the Malmquist index to measure productivity growth in the Norwegian banking system in the pre- and post-deregulation era (1980–1989), using the value added approach. Their study demonstrates that the productivity exhibited a lackluster performance in the pre-deregulation era; however, the productivity improved remarkably in the post-deregulation era suggesting that deregulation led to more competitive environment, especially for larger banks. Sinha and Chatterjee (2008) attempted to make a comparison of fund-based operating performance and total factor productivity growth of selected Indian commercial banks for the five-year period 2000–2001 to 2004–2005 and illustrated that the mean technical efficiency of the in-sample private and foreign banks is somewhat higher than the in-sample public sector banks. Likewise, Rezvanian, Rao, and Mehdian (2008) also used Malmquist index to examine the effects of the ownership on efficiency, efficiency change, technological progress, and productivity growth of the Indian banking industry and found that foreign banks were operating significantly more efficient than privately owned and publicly owned banks.

In a recent study, Boda and Zimkova (2018) emphasized on the issue those different approaches of defining technical efficiency in banking is just a difference in outlook of commercial banks in perusing multidimensional goals of 11 commercial banks of Slovakia for 2000–2011 and concludes that employment of specific approach changes the view of efficiency of each commercial bank.




Methodology

We have used data envelopment analysis to judge efficiency and productivity of selected on the basis of purposive sampling where data are available throughout the study period 66 scheduled commercial banks for the years 2006–2017. Sampling methodology selects those banks for which data are available throughout the study period. The data envelopment analysis (DEA) is a mathematical programing technique that measures the efficiency of decision-making units in comparison with similar DMUs with simple restriction that all DMUs lay on or below the efficiency frontier. The DEA measures the relative efficiency of a homogeneous set of DMUs in their use of multiple inputs to produce multiple outputs. DEA can identify inefficient DMUs, the sources, and level of inefficiency for each of the inputs and outputs. Malmquist index used to measure the productivity change over time.

In the banking literature there are five approaches which discuss the activities of banks – the service oriented production approach, profit approach, value-added approach, operating approach, and intermediation approach. The intermediation approach views banks as the intermediary of financial services related to deposit mobilization function of banks, whereas the production approach defines the banks’ activity as production of services. In this chapter, we use the intermediation approach as well as production approach for identification of inputs and outputs. The intermediation approach transforms the money borrowed from depositors into the money lent to borrowers. Production or service oriented approach shows the efficiency of banks in producing banking services like deposit acceptance, producing loans, etc., the two approaches mentioned above from 2005 to 2017 to get the efficiency change of 64 selected commercial banks over 12 years from 2006 to 2017. Data are collected from “Statistical Tables Relating to Banks in India” (RBI). We give special focus on the period of banking crisis from 2007 to 2009 and judge whether banking crisis has any significant impact on productivity and efficiency of Indian commercial banks. Over the recent years, measuring efficiency of commercial banks has experienced a sea change. This study investigates efficiency of commercial banks in two principal approaches, namely (i) intermediation approach and (ii) the service oriented or production approach.

The service oriented production approach explains the behaviors of commercial banks from the microeconomic perspective. Here, efficiency of banks serves the purpose of customer. Here, the non-parametric slack-based measure model is applied with each of the two generic approaches of interpreting banks’ efficiency and results are compared to find whether there are substantive differences between these two approaches when applied in practice.

We have employed panel data with about 832 observations that appears in 13 years of our empirical study. The components of Malmquist productivity index used in the performance measurement capture the technical efficiency, technological change, change in scale efficiency, and the change in total factor productivity. Among 64 banks, 18 private, 20 foreign, and 26 public sector banks have been studied.

Malmquist Productivity Index is used to measure the total factor productivity and its corresponding changes in its components between 2006 and 2017. Among the alternative measures of productivity changes using the DEA, the Malmquist Index, suggested by Fare et al. (1994), has the advantages over the other measures, the Fisher Index and Tornquist Index. The advantages of the Malmquist Index are neither require the profit maximization assumption nor the cost minimization assumption, it does not require the information about the prices of inputs and outputs, and, moreover, in case of panel data, this approach allows the decomposition of productivity change into technical efficiency change, or catching up and technological change. But in this approach, it is necessary to compute the distance function. There are two types of distance functions – the input distance functions and the output distance functions – based on input oriented and output oriented measures of change in productivity. In this study, we use the output oriented Malmquist index where the output oriented distance functions consider the maximum proportional expansion of output with a given set of inputs.

For the Malmquist index, we assume that for each period of time, production technology St= (xt, yt) where xt produces yt.

According to Fare et al. (1994), the output oriented Malmquist index for changes in total factor productivity of a particular DMUi at time (t+1) and t is

[image: image]

The above output based Malmquist productivity index can be decomposed according to Fare, Grosskopf, Lindgren, and Roos (1989) and Fare et al. (1992) as

[image: image]

where Mi is the Malmquist productivity index, Di the output distance function, x and y represent inputs and outputs, respectively, over the time period t to t +1.

The ratios inside the brackets is geometric mean of productivity indexes representing the changes in production technology (TECHCH) between two time periods t and t +1, whereas the ratio outside the brackets measures the change in technical efficiency (EFFCH) between the time periods t and t +1, capturing changes in efficiency over time, that is, whether production become closer or more distant from the efficient frontier. Therefore, the Malmquist index or the total factor productivity change is the product of the two components the technical efficiency change (EFFCH) and technological change (TECHCH).

Fare (1994) also decomposed the Malmquist index by decomposing the technical efficiency change (EFFCH) into pure technical efficiency change (PECH) and scale efficiency change (SECH). The pure efficiency change measures the managerial ability to convert inputs into outputs while the scale efficiency change measures how much the operators can take advantage of returns to scale by altering its size toward optimal size. All the components of Malmquist total factor productivity greater than 1 indicates improvement or progression, on the other hand, the values less than 1 indicates deterioration or regression, while the values equal to 1 implicate that there is neither improvement nor deterioration has been occurred.




Results and Discussion

The results show mean variable return to scale (VRS) technical efficiency from 2006 to 2017, reflecting the development of efficiency of Indian commercial banks. Tables 1 and 2 show the mean VRS technical efficiency from 2006 to 2017 under two approaches. Time series results show that as per intermediation approach, mean pure efficiency change (PECH) showing managerial efficiency in catering intermediary role of these commercial banks remain same over the study period. Mean scale efficiency (SECH) in this period increased by 0.2% to 1,002 resulting in same change in mean efficiency change (EFFCH) in this period. Technological change (TECHCH) shows decline by 2% in average because mean technological change is 0.980 here. This results into total factor productivity change of 1.8% to 0.982.

If we observe the dynamics of change in efficiency, we find that managerial efficiency (PECH) increased from 0.993 in 2006 to 1.015 in 2007, but for next three years, it falls gradually to 0.980 in 2010. So, during years of international banking crisis, using intermediation approach, pure technical efficiency falls. After that, it goes up to 1.013 in 2011. From 2011 onwards, pure technical efficiency starts to fluctuate. On the other hand, using this approach, scale efficiency change shows no decisive change during the international banking crisis. From 1.005 in 2007, it falls to 0.995 in 2008, then again to 1.002 in 2009 and falling again to 0.990 in 2010. Net effect of these two changes in efficiency results into fall in efficiency change from 1.021 in 2007 to 0.970 in 2010. From 2011 onwards, efficiency change of Indian commercial banks experience fluctuation. During the years of banking crisis, total factor productivity goes up and down because of upward trend in technological change. We can conclude that commercial banks in India have successfully done financial intermediation function owing to technological change.


Malmquist Index Summary of Annual Means, Time Series Results

In terms of service oriented production approach, this study finds out that similar downward movement is envisaged from 2006 onwards (1.399) to 2010 (0.915) in pure technical efficiency of these commercial banks (Table 3). Scale efficiency has fallen up to 2008 from 1.306 in 2006 to 0.992 in 2008 but it goes up to 1.019 in 2009. Changes in scale efficiency in production approach though goes up and down yet efficiency change in producing service follows similar trend as pure efficiency change. This indicates that both in terms of financial intermediation as well as production, downturn in pure efficiency change leads to fall in efficiency change. Technological change results into more production of service by commercial banks during international banking crisis which is depicted by change in technological change (TECHCH) gradually from 0.574 in 2006, 1.065 in 2007, and 1.148 in 2008. But after that technological change in service oriented approach falls gradually to 0.907 in 2011. This nature of technological change affects total factor productivity of banks in this approach. Actually, service oriented approach shows an upward trend in crisis years from 2006 to 2008 due to positive impact of technological change in producing services by these banks. Total factor productivity in this approach falls from 1.049 in 2009 to 0.977 in 2011. It increases for next two years and an abrupt fall in 2014 owing to sudden fall in technological change. This means that technological change in 2014 adversely affects capability of these commercial banks in producing services like deposit, advances, and interest income. After 2014, total factor productivity in production revives again with a slight fall in 2017.

Table 1:    Financial Intermediation Approach.
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Source: Authors’ calculations.

Table 2:    Service Oriented Production Approach.
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Source: Authors’ calculations.

In financial intermediation approach, Malmquist index summary of bank means suggest that total factor productivity change demonstrates step up for 12 public sector banks, seven each of private and foreign banks taken in this study. Except South Indian Bank exhibiting constant returns to scale, all other 37 banks revealed decreasing returns to scale. Among the public sector banks, notable improvement in total factor productivity is observed for State Bank of Hyderabad (1.6%), State Bank of Patiala (1.5%), and Punjab National Bank (1.9%) during this study period. In case of State Bank of Patiala also, technological change shows improvement by 2.3%. Scale efficiency of this bank has marginally declined by 0.1% and pure efficiency by 0.7%. In case of Punjab National Bank, all efficiencies in intermediation has contributed more or less in total factor productivity change such as 0.6% of technological efficiency change, 0.7% of pure efficiency change, and 0.6% of scale efficiency change, respectively.

According to intermediation approach, least performing banks are United Bank of India revealing 9.3% decline in total factor productivity in the study period. Two other banks which are performing less in terms of this approach in same criteria are IDBI Bank Limited and Punjab & Sind Bank (6% & 7% decline), respectively. Principal cause of poor performance of these banks is decline in technological change during the study period.

Among the private sector banks, Tamil Nadu Mercantile Bank showed 7.5% followed by Catholic Syrian Bank and IndusInd Bank by same 3.7% decline in total factor productivity. Best performing private bank as per total factor productivity change is Axis Bank revealing 3.2% improvement, where 2% is due to technological change in financial intermediation, and 1.1% is due to improvement in managerial efficiency. Among foreign banks, Bank of Ceylon showing 4.2% improvement and Mashreq Bank PSC showing 5.6% raise in total factor productivity in this study. Though Bank of Ceylon showed 4.2% elevation in technological change found to be the sole factor in improvement of total factor productivity, yet Mashreq Bank PSC’s results show that 3.2% due to technological change, 1.8% due to enhancement in pure efficiency, and 6% due to scale efficiency.

Overall assessment of Malmquist index revealed that approximately 61% banks show turn down in technology and rest 39% improvement in technology according to financial intermediation approach. Pure efficiency result representing managerial efficiency of commercial banks in promoting financial intermediation show that 16% banks exhibit improvement, 62% banks show decline, and rest 22% reveal no change in this study period. If we see the results of scale efficiency of these commercial banks, we observe that 36% of banks show increasing, 50% constant, and rest 14% decreasing returns to scale. If we monitor the results of total factor productivity change in financial intermediation approach, we find 41% show enhancement, 58% beg off, and rest stands still.

Let us now consider the bank means in service oriented production approach. Here we observe a different result in terms of bank mean of total factor productivity growth. Near about 80% banks show improvement in total factor productivity in lieu of same 41% in financial intermediation approach and rest 20% showing constant returns to scale. Here, 83% banks show increasing returns to scale in efficiency change, 15% constant, and 2% decreasing returns to scale, whereas technological change shows 39% banks with progress, 33% invariable, and rest 28% decline. This means in contrast with financial intermediation approach, here the main deciding factor of movement in total factor productivity is not technological change. Among private banks, six banks reveal decreasing returns to scale and among public sector, the number is 3 in terms of efficiency change in spite of nearly similar number of banks across all categories are evenly distributed in terms of technological change. Among the public sector banks, State Bank of Mysore (4.8%), Andhra Bank (4.7%), Canara Bank(4.6%), Bank of Baroda (6.1%), Corporation Bank (5.9%), Indian Bank (8.2%), Punjab & Sind Bank (4.7%), Punjab National Bank (97.6%), etc., show remarkable advancement in total factor productivity. Decline of IDBI’s TFPCH owes largely to technological change and scale efficiency, but for State Bank of Patiala it is fall in managerial efficiency.

Table 3:    Malmquist Index Summary of Firm Means: Combined Table of Production vis-á-vis Intermediation Approach.
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Source: Authors’ calculations.

Among private sector banks, HDFC showed improvement in total factor productivity by 4.4% resulting from 1.7% due to pure efficiency, 1.8% due to technological change, and rest due to scale efficiency. Another two banks, namely Kotak Mahindra and Yes Bank showed improvement in total factor productivity by 5.5% and 8.9%, respectively.

Analysis of bank means of foreign banks revealed that Sonali Bank with 32.3% improvement in total factor productivity lead the pack during the period of study followed by Krung Thai Bank Public Company Limited (17.9%) and Shinhan Bank (11.5%). Worst performing bank in terms of total factor productivity is Mashreq Bank PSC among foreign banks showing a fall in 12.5%.

To compare these two popular approaches, we calculate the correlation coefficient of each efficiency measures for these 12 years. In doing so, we find out an interesting result which shows that pure efficiency change (PECH) have very low correlation coefficient (0.003) between service oriented production approach and financial intermediation approach. We can conclude that in terms of managerial prudence, better financial intermediation may not result in efficient production of service by these commercial banks. Pure efficiency change in service oriented approach is not correlated with pure efficiency change in financial intermediation approach. Technological change in these two approaches are highly correlated (0.88) which means bank managers may focus on technological change in every aspect leading to advancement in efficiency in both financial intermediation as well production of banking services. Scale efficiency change in these two approaches show 0.745. This means that choice of inputs in achieving scale efficiency may result in more prudent financial intermediation as well as production of services.






Conclusion

This study contributed both to methodology of technical efficiency evaluation of commercial banks and to the empirical research on the efficiency of the Indian banking sector. The analysis finds that there was a little progress in performance of commercial banks of India during the whole study period in both approaches. However, the improvement in the financial performance of different banks was unstable, because some of them were declining in terms of the total factor productivity. This study conjectures that international banking crisis has affected managerial aspect of efficiency adversely during international banking crisis in both approaches. Scale efficiency has not been affected during international banking crisis in both approaches. In aggregate, during 12 years, overall effect of managerial efficiency remains at the same level but scale efficiency increased by 0.2% only in intermediation approach but same managerial and scale efficiency by 3.2% and 3.3%, respectively. In both approaches, technological change show same trend. It has gone up during crisis period somewhat retarding the adverse impact on total factor productivity due to fall in managerial efficiency.

Regarding policy prescription, we say that banking sector may improve its financial intermediation as well as production of banking services simultaneously. Except managerial efficiency shown by pure efficiency change, all other changes in efficiency move in the same direction in both approaches. Financial regulatory function and provision of banking services may be improved simultaneously.
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Chapter 15

An Investigation into India’s Move Toward Emerging Contours of New Monetary Policy Framework

Asim Kumar Karmakar and Sebak Kumar Jana


Introduction

Monetary policy, that refers to actions taken by the central banks to affect monetary and other financial conditions in pursuit of the broader objectives of sustainable growth of real output, high employment, and a reasonable degree of price stability, has emerged as an important tool of economic policy both in developed, developing developed, and developing economies, and it is widely accepted that well-developed monetary policy can counteract macroeconomic disturbances and dampen cyclical fluctuations in prices and employment thereby improving overall economic activity and welfare. However, major reforms in monetary policy occurred in the last two decades of the twentieth century and, more or less, in the first two decades of the twenty-first century. It is clear now that the challenge for monetary policy have been changing over time, even though some basic issues have remained of perennial concern. As the institutional environment – both domestic and global – changes, the tasks of monetary policy also undergo a change. Today’s monetary and financial system is far more complex than it has been the past. The channels of financial intermediation have also changed. While in 2008, most business flowed through the balance sheets of banks or insurance companies, or through a limited range of investment funds usually dealing in products traded on regulated markets, the explosive increase in wealth held privately has led to the creation of a wide range of other investment vehicles, of which hedge funds and private equity funds investing in private companies are the most prominent. New instruments have emerged which make it possible to transfer risk of all kinds on a far larger scale and in more complex ways, not solely through standardized exchange-traded derivatives While the traditional issues such as the objectives of monetary policy and the possible trade-off among them remain relevant and appropriate intermediate targets remain relevant, they need to be related to the -far-reaching changes in the institutional environment at home and abroad.

In the industrial advanced countries, after the World War II, there had been many changes in monetary policies in the fight against inflation and other matters. A similar trend regarding monetary policy is discernable in developing economies as well. The importance of price stability and, therefore, the need to use monetary policy for that purpose assumed importance in developing economies. The increasing integration of these economies with the rest of the world has also raised the relationship between monetary policy and exchange rate management. The impossible trinity is now a reality and the countries have to make the relevant choice.




Objectives of the Chapter

It is in this backdrop that the objective in this chapter is to give pin-pointedly an account of historical evolution of monetary policy operating framework across the countries as well as focus on trends in India’s monetary policy over time in a historical perspective and the challenges thereof and provides some useful solutions.




Literature Survey

Many researchers felt that inflation was endemic in the process of economic growth and it was accordingly treated more as a consequence of structural imbalance than as a monetary phenomenon. However, with the accumulated evidence, it became clear that any process of economic growth in which monetary expansion was disregarded led to inflationary pressures with a consequent impact on economic growth. Barro (1995) finds that a 10 percentage point increase in the inflation rate results in a 9.2 percentage point reduction in the growth rate. Accordingly, the importance of price stability and, therefore, the need to use monetary policy for that purpose also assumed importance in developing economies.

The trade-off between price stability and economic growth has also been studied in the framework of labor and output markets. The well-known Phillips curve postulated an inverse relationship between unemployment and wage rate. The Barro–Gordon model (Barro & Gordon, 1983a) formalizes the inflation bias when the central bank has an optimizing behavior.

Recently, in the Indian context, questions have been raised whether a change in interest rate will have the expected effect on prices. Many studies have been done in India and elsewhere to understand the impact of interest rate. The issue of “Rules versus Discretion” has been discussed very much in the literature. In fact, the issue applies not only to monetary policy but also to other policy instruments. Milton Friedman proposed the rule of a fixed rate of growth in money supply. On the other hand, the Chakravarty Committee recommended a flexible monetary targeting system.

Even inflation targeting, as monetary strategy recommended by the IMF used by a majority of central banks is not full-proof as shown by Christiano, Ilut, Motto, and Rostagno (2008) with the result that the very application of inflation targeting in a context of a rising bubble might lead to a policy stance actually encouraging the growth of asset-price bubbles. And for pursuit of price stability, such targeting remains confined for two or three years. Appropriate strategy for managing the impossible trilemma is a hard task when the event of the emergence of significant deterioration of Indian public sector balance sheet, and demonetization episode in November 2016 came to the fore and dominated Indian monetary policy. Mohan and Ray (2019), in this context, provides a narrative of Indian monetary policy since the global financial crisis of the mid-2008 till the current period, expressing their doubts whether flexible inflation targeting introduced will have a far reaching good consequences.

In addition, the financial turmoil that began in mid-2007 has shown the inadequacy in the monetary transmission mechanism through the traditional channels. Thus, during the post-crisis period, a number of studies have attempted to capture the additional dimensions of central bank policy that have been at the center stage for policy transmission (Trichet, 2009). In India, a number of studies have examined the importance of different channels of monetary policy transmission in India (Al-Mashat, 2003; Aleem, 2010; Pandit & Vashisht, 2011).




The Evolution of Monetary Policy Operating Framewok


Classical Monetary Policy

The true origin of the modern monetary policy occurred under the classical gold standard, which prevailed from 1880 to 1914. Under the gold standard all countries would define their currencies in terms of a fixed weight of gold and then all fiduciary money would be convertible into gold. The key role of the central bank was to maintain gold convertibility. Central banks were also supposed to use their discount rates to speed up the adjustment to external shocks to the balance of payments, that is, they were supposed to follow the “rules” of the game (Keynes, 1930). In the case of a balance of payments deficit, gold would tend to flow abroad and reduce central banks’ gold reserves. According to the rules, the central banks would raise its discount rate. There is considerable debate on whether the rules were actually followed (Bordo & MacDonald, 2005). There is evidence that central banks sterilized gold flows and prevented the adjustment mechanism.




The Goals of Monetary Policy

Until 1914, the dominant monetary regime was the gold standard. Since then, the world has gradually shifted to a fiat money regime, where fiat money consists in a deposit at a bank or a similar institution that can be used together with notes and coins as a medium of exchange (now with the development of financial innovation there is a continuum of financial instruments which meets this definition). The Bretton Woods evolved into a dollar gold exchange standard in which members currencies were convertible on a current account basis into dollar and the dollar was convertible into gold (Bordo, 1993). A continued conflict between the dictates of internal and external balance was a dominant theme from 1959 to 1971 as it was the concern over gold imbalance.

The collapse of Bretton Woods between 1971 and 1973 was brought about largely because the United States followed an inflationary policy to finance both the Vietnam War and expanded social welfare programs like Medicare under P. Johnson’s Great Society, thus ending any connection of the monetary regime to gold and propelling the world to a pursue fiat regime and belief that the Phillips Curve trade-off between inflation and unemployment existed. The resulting “great inflation” of the 1970s finally came to an end in the early 1980s by central banks following tight monetary policies. Since then the pendulum has again swung toward the goal of low inflation and the belief that central banks should eschew control of real variables (Friedman, 1968; Phelps, 1968).




Intermediate Targets

Traditionally, central banks altered interest rate as the mechanism to influence aggregate spending, prices, and output. In the 1950s, the monetarist revived the Quantity Theory of Money and posited the case for using money supply as the intermediate target. But this process generated the great inflation of the 1970s. By the 1970s most central banks had monetary aggregate targets. However, the rise of inflation in the 1970s as well as continuous financial innovation made the demand for money function less predictable. This meant that central banks had difficulty in meeting their money growth target. In addition the issue was raised as to which monetary aggregate to target (Goodhart, 1983).




Theories of Monetary Policies

The development of practice of monetary policy described above was embedded in major advances in monetary theory that began in the first quarter of the nineteenth century. Two principles became embedded in central banking lore – gold standard and the real bill doctrine. Adherence to the two pillars led to disaster in 1930. The depression was spread globally by the fixed exchange rate gold standard. In addition, the gold standard served as “golden fetters” for most countries because they could not use monetary policy to allay banking panics or stimulate the economy lest it triggers a speculative attack (Eichengreen, 1992). The Great Depression gave rise to the Keynesian view that monetary policy was impotent. This led to the dominance of fiscal policy over monetary policy for the next two decades. Today’s central bank, dedicated to low inflation, can be viewed as following the Taylor rule, according to which they set the nominal policy interest rate relative to the natural interest rate as a function of the deviation of inflation forecasts from their targets and real output from its potential (Taylor, 1999).

A more recent approach focuses on the role of time inconsistency. According to this approach, a rule is a credible commitment mechanism that ties the hands of policymakers and prevents them from following time-inconsistent policies – policies that take past policy commitments as given and react to the present circumstances by changing policy (Barro & Gordon, 1983b; Kydland & Prescott, 1977). This is exactly a setting where rules would be better than discretion, in particular to avoid the time-inconsistency problem, highlighted by Finn Kydland and Edward Prescott in 1970s and early 1980s. Kydland and Prescott (1977) consider the implication that people, including investors, could look into the future and anticipate the behavior of self-interested governments, so that a discretionary monetary policy could end up being compromised by government pressures, leaving inflationary expectations unanchored, whereas a monetary policy committed to a rule would be harder to bend and keep inflationary expectations at bay. In this vein, today’s central bankers place great emphasis on accountability (a central bank’s ability to stick to its own policy announcements) and transparency to support the credibility of their commitments to maintain interest rate geared toward low inflation (Svensson, 1999).






Trends in India’s Monetary Policy – A Historical Perspective

In the first three decades after India’s Independence, fulfillment of plan targets was the dominant objective of the government of India. And all policy instruments including monetary policy were geared toward that goal. The Reserve Bank of India (RBI) as the central bank of India expanded the financial infrastructure by creating several new instruments and allotted credit in tune with the plan priorities. In 1983, the RBI appointed a Committee to review the working of the Indian Monetary System. Submitting its report in 1985, the Chakravarty Committee recommended that in a need to regulate the money supply, the money supply growth ought to be consistent with real growth and acceptable level of inflation. Interestingly, the Committee regarded tolerable rise in prices at 4%. This, according to the Committee, will reflect changes in relative prices necessary to attract resources to growth sectors. It also stressed for close co-ordination between monetary policy and fiscal policy. Thus Committee’s vision converted into a scheme what came to be described as flexible monetary targeting. But in the latter of the 1980s the Indian economy still saw a higher fiscal deficit and higher money supply growth, in spite of the acceptance of the recommendations. All these propelled Indian economy to dip into the crisis of 1991.

In the wake of the economic crisis in 1991 triggered by a difficult balance of payments situation, the Government introduced far reaching changes in India’s economic policy. Monetary policy was used effectively to overcome the balance of payments crisis and promptly restore stability. An extremely tight monetary policy was put in place to reap the full benefits of the devaluation of the rupee that was announced. However, it did not stop with that. Financial sector reforms became an integral part of the new reform program. Reform of the banking sector and capital market was intended to help and accelerate the growth of the real sector.

The 1990s saw a sea change in the contour of monetary policy. During 1993 and 1994, for the first time monetary policy had to deal with the monetary impact of capital flows with the forex reserve increasing sharply. In 1995–1996, central bank witnessed a new experience in the field of stability of the exchange rate of the rupee vis-á-vis the US dollar.

Post-1997 was earmarked by a series of approaches of multiple indicators. The 1990s have paved the way for the emergence of monetary policy as an independent instrument of economic policy (Rangarajan, 2002). In the years before and after the 2008 global crisis, RBI focused on financial stability that applies to both institutions and markets and that implies ability of the institutions to meet their obligations on their own without interruption or outside assistance.

In such a backdrop, after considerable discussion during 2013–2014, a Monetary Policy Framework Agreement was signed between the Government of India and the RBI on February 20, 2015 that formally adopted flexible inflation targeting in India in 2016, it does not target the current rate of inflation, but the bank’s own inflation forecasts. Changes in the exchange rate and foreign trade regimes have added an additional dimension to India’s monetary policy.

Table 1:    Changes in CRR in India During the Period from 1962 to 2018.
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Source: http://www.allbankingsolutions.com/Banking-Tutor/Chronology-CRR-Rate-India.shtml & Handbook of Statistics on Indian Economy, RBI.

Note: CRR as percent of Net Demand and Time Liabilities (NDTL) of Banks.




Enunciation of Objectives

In any monetary policy framework, a key ingredient is the enunciation of its objectives. A recurring question is whether monetary policy should be concerned with the goals of economic policy. The issue of “objective” is very much important to the monetary policymakers. A clearly well-articulated and publicly stated objective have become pertinent when one considers the importance of the issue of autonomy of the central banks and its associated ally, accountability that, in turn, requires a clear enunciation of the goals.

The objectives of monetary policy are akin to overall objectives of monetary policy. In India, the broad objectives of monetary policy have been to maintain a reasonable degree of price stability and to help accelerating the rate of economic growth. The justification for assigning a price-stability objective to the central bank is that price stability should be a desirable objective from a social welfare point of view and central banks in this context are best placed to reach this objective (Buiter, 2006).


Threshold Level of Inflation and the Policy of Inflation Targeting

The adoption of Taylor rule, a useful tool to assess interest–rate variations and a standard for comparing monetary stances over time and across the countries, came as a rescue for the policymakers to resolve the short-run trade-off between price stability and output growth in the industrial countries (Taylor, 1999). The Taylor’s rule is written as:

[image: image]

where it is the signal interest rate; it* the neutral level of the real interest rate (defined as equal to the growth rate of the economy, which maximizes consumption per capita at the steady state according to the golden rule of accumulation); πt the inflation rate; π* the target inflation rate; and (yt − y*) the output gap (difference between output and its potential level). This gap is a predictor of future inflation), λ1 and λ2 are the respective coefficients.

The rule prescribes that the signal interest rate must be fixed taking into account the deviations of inflation rate from the target and actual output from its potential.

In the original version λ1 and λ2 are assumed to be the same as 0.5. Later it was felt that these coefficients must be higher than 1. But the rule is not without its flaws. There are serious problems in determining the value of the coefficients as shown by many researchers. However, the rule offers a convenient way of ascertaining when the central banks should act.




Transmission Mechanism

The transmission mechanism that refers to a process, through which changes in the policy get translated into the ultimate objectives of inflation and growth, plays a critical role in the conduct of monetary policy. Traditionally, there are four key channels of monetary policy transmission: (i) quantum channel relating to money supply and credit; (ii) the interest rate channel; (iii) exchange rate channel; and (iv) the asset price channel. In recent years, a fifth channel, that is, expectation channel, has assumed prominence in the conduct of monetary policy. All referred to as black box, operate in parallel (Bernanke & Gertler, 1995). The burden of non-performing assets is not giving enough space to banks to lower interest rate, even when the signal from the central bank is to lower it. In steering monetary policy, the two – liquidity and price (interest rate) must be taken together.




Exchange Rate Stability

One historically important role of monetary policy has been exchange rate stability. In the Indian experience with the market-determined exchange rate system introduced in 1993, there have been several occasions when the RBI has intervened strongly to prevent volatility in the exchange rate. While the stated policy of the RBI has been to intervene in the market only to prevent volatility, interventions have assumed a new dimension with the influx of large capital inflows. These interventions in the foreign exchange market were aimed at preventing the appreciation of the rupee. The consequent accumulation of reserves has a monetary impact. As objectives of monetary policy, exchange rate stability and price stability play complementary roles in a regime where the exchange rate is by and large determined by the current account of the balance of payments. It is true no monetary authority can afford to ignore prolonged volatility or misalignment in the foreign exchange market. The need for intervention in those circumstances becomes obvious.




Financial Stability

A safe banking and financial sector is crucial for monetary policy transmission because monetary policy relies on the banking and financial sectors that pass monetary impulses onto credit and market interest rates and central banks are very much concerned by financial stability. The 2008 crisis in the United States and other advanced countries is a reflection of both monetary policy and regulatory failures. While regulatory failure bore the primary responsibility, monetary policy played a facilitating role. We need to draw appropriate lessons from the crisis. The regulatory framework needs to incorporate both micro- and macroprudential indicators (Allen & Carletti, 2012). Evidence from both developed countries and developing countries show that a judicious combination of effective prudential and protective regulations is necessary to prevent financial stability. In many developing countries, however, regulations restricting excessive risk taking and/or covering such risks are absent (Karmakar & Jana, 2019).






Conclusions

The observations made by the present study reveal that, among the various objectives such as price stability, growth, and financial stability, the dominant objective for central banks particularly in emerging market economies like India must be price stability. Having an inflation target helps in this regard. Under such a situation, inflation expectations get truly anchored. In ordinary circumstances, by maintaining price stability a central bank can pave the way for the fulfillment of other objectives as well over the medium term. However, extraordinary circumstances will warrant extraordinary responses. Successful central banks are those which respond to problems with speed, tact, and intelligence.
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Chapter 16

India’s Demonetization, 2016: Microeconomic and Macroeconomic Consequences

Anusree Chakraborty and Supravat Bagli


Introduction

Waking up on November 9, 2016 morning, a renowned doctor or a well-established lawyer or could be an esteemed businessman was crest-fallen seeing the first page of the newspaper with their morning tea. “Demonetization,” the headlines of the day, shook the entire nation. India has declared replacement of [image: image] 500 and [image: image]1,000 notes with the newly printed [image: image] 500 and [image: image] 2,000 notes on November 8, 2016. The first and foremost concern of many unlawful rich people was how to exchange their bulk of notes either lying under their bed or hidden behind the wardrobe. This is not only an ardent topic of the parliament but also a matter of concern for the nation’s citizens. As an extension to Swachh Bharat Abhiyan, Indian Government aimed at clearing the black money (unaccounted income) from the economy. The primary goals were to rid the economy of fake currency, terrorist funding, and hit out at tax evaders who had amassed their illegitimately acquired wealth in the form of high value currency notes.

But is this initiative a successful one? Being a developing nation, India mainly comprised a widespread poor or shadow economy and working middle class. The esteemed top class corrupted people were meager in number and even then it is most unlikely that they save their excess income in the form of cash. Swaminathan (2016) (Economic & Political Weekly, 2017) has stated that less than 2% of historical black hoards are held in cash and remaining have been converted into gold, real estate, financial investments, or stored in the foreign banks. The National Institute of Public Finance and Policy (2015) (Economic survey of India, 2016–17) has estimated that black economy constitutes 75% of India’s gross domestic product (GDP), that is, about 120 lakh crore among which 3.3 lakh crore left the country each year between 2004 and 2013. The overwhelming stock of black money has been laundered into white ages ago. Hence, this “cash wash” initiative implemented by the government leads to utter failure in the short run. Even if the government’s intentions are laudable, the sudden disappearance of a substantial part of currency notes (around 86%) from the economy has caught the population by surprise and unleashed an unprecedented monetary turmoil. Moreover, though the much-hyped objectives of recovering black money, curbing terrorist activities, and confiscating fake currencies were stated ceremoniously, no clarity was there regarding the growth objective or the possible job-loss scenario of the economy. As a result this move lacks justification of the suffering unleashed on the poor and the middle classes.




Brief Review of Literature

The empirical studies that analyze the impact of demonetization in context of India have primarily been executed post-November, 2016 when this move became a major issue after the ban on [image: image] 500 and [image: image]1,000 currency denominations. After the 8th November blow, a vague conjecture of its impact was made not only by the economists but also by the common men before Dasgupta’s (2016) work came into existence. He has given a clear understanding of the short-term macroeconomic impact using open economy IS–LM framework. The findings of this study suggest that demonetization has a downbeat on the nation’s economy. Adding to this upshot, Ghandy (2016) has reported a statistical overview beginning with the amount of cash counterfeited to the magnitude of success in terms of cashless economy. Ghosh, Chandrasekhar, and Patnaik (2017) have critically examined detailed overall macroeconomic consequences of demonetization of India in 2016 and the innovation toward new Utopia of cashlessness.

Nag (2017) has commented on the losses due to demonetization in terms of GDP growth rate, businesses, and disruption in the informal credit market, formal sector logistics, government tax revenues generation, and evaders’ penalty by constructing propositions with supportive arguments. A fight between pros and cons of this cash crunch initiative coupled with Digital India and Jan Dhan Yojna move was very well depicted by Ganesan and Gajendranayagam (2017) from the study of gross value added (GVA) variations across different sectors of the Indian economy. They have revealed a detailed comparison of the sectorial GVA before and after the shock. More such theoretical study was reviewed by Mali (2016) who has focused on the retail store sectors, e-portals, and microbusinesses.




Objective of the Study

This chapter mainly focuses on the variation in the total currency and deposit prevalent within the economy with a short run macro- and microeconomic impact. Moreover, it tries to analyze the pattern of response of the macrovariables due to demonetization impulse. Also with the help of vector autoregressive (VAR) analysis, it tries to judge where India could lie after 10 or more years and estimate how much time will be required to regain back the economic condition prior to demonetization and if at all it is possible to do so.




Macroeconomic and Microeconomic Theoretical Sketch

With the declaration of demonetization, old notes are replaced by new ones. People started depositing their notes in the banks. On the other hand, due to shortage of cash, the government put a restriction on withdrawal or exchange of currencies. So, currency in the hands of the public falls drastically (Fig. 1).

[image: image]

Fig. 1:    Currency–Deposit Plot. Source: Drawn by Authors based on Secondary Data Published by RBI.

The Reserve Bank of India (RBI) has been remonetizing the economy over the time and the currency chart has shown a sharp point just at the time of the demonetization announcement at [image: image]17.98 lakh crore and then experienced a declining trajectory as people hurried to deposit the currency kept by them. The circulated currency reached an all-time low at [image: image]8.98 lakh crore on January 6, 2017 just after the end date of depositing old currency notes. Subsequently, there has been a rise in the cash availability in the system which has reached [image: image]12 lakh crore on March 3, 2017, but the lower quantum could lead to the progressive inclination toward digital modes of payment.

Massive deposits in banks were one of the major recipients of this plan as old notes had been dumping in banks. At the end of the first week of January 2017, these deposits reached a peak. This currency shortage leads to a loss in demand for goods and services’ thereby hampering India’s GDP, prices, consumption expenditure, investment expenditure, employment, and hence imparts an adverse effect on the economic growth of the country.

On a microeconomic basis, this perilous move affects the deprived section of the economy the most with almost trifling impact on the elites. This move, demonetization mainly objectivizes to combat unaccounted bribes which were mostly possessed by the privileged class. Hence a target to this influential segment resulted into an adverse selection problem affecting the underprivileged. Also, a continued cash crunch is a disincentive for rising rich-poor inequality in terms of income and utility variations.




Data and Econometric Model


Database

Our data set considers the annual data of the macroeconomic variables of the Indian economy obtained from Central Statistics Office and RBI data store. The specification of the time series variables under study have been described in Table A1.




Stationarity of the Variables

A stationary time series is one whose statistical properties such as mean, variance, autocorrelation, etc., are all time invariant (Enders, 2010). Stationarity is a necessary condition for predicting the future trend of the variables. Augmented Dickey Fuller (ADF) test is to be used as a measure to test the stationarity of the variables. To run a VAR analysis, all the variables must be integrated at levels. Since all the macroeconomic variables in their real terms are I(1), therefore we have considered the growth rate of the variables. Table A2 lists the results of the ADF test at levels for all the variables concerned. We have observed that the values of all the variables are significant at 1% level when we are considering the intercept term in the equation except for the growth rate of broad money supply (m3_grw) which is significant there at 5% level. Thus with the intercept term, all the variables are stationary at levels indicating an autonomous part in the data generating process.




Estimation Strategy

In consideration of our econometric analysis, we run through a series of VAR models to justify the shock of a variable on the other variables. Our basic aim is to analyze the impulse of a demonetization shock affecting money supply on the series of six other macroeconomic variables, and then predict their future pattern. In order to avoid any inconsistency of our result and also to allow sufficient degrees of freedom, we have subdivided the variables into three groups. In this chapter, we mainly objectivize to analyze the impulse of a monetary volatility shock on:


	The growth of income and unemployment rate (Group 1).


	Variations of the components of aggregate domestic demand for goods and services (components of domestic aggregate demand includes PFCE, GFCE, and GFCF) (Group 2).


	Inflationary pressure on the economy (Group 3).




Therefore, the groups are defined as,

[image: image]

From this analysis, we could somehow meet our objective to analyze the impact of shock in 2016, its magnitude and duration of its persistence.

In our case, we have eight dependent variables divided in four groups each of whose current values depend on the past lagged values of its own and also the past lagged values of the other time series variables in that group. Thus we consider a standard VAR (SVAR) modeling framework defined as,

[image: image]

where i denotes the appropriate number of lags to be selected to estimate the models in each group as per the lag selection criteria. Ckj is the constant (drift), ∀j = 1(1)3 groups and k = 1,2,3, … (number of variables in that particular group) and Uk, Wk, Zk are the residual errors considered in each of the kth equations corresponding to the jth group for ∀j = 1 (1) 3 at current period (t). Thus, by notation, Uk = Ukt, Uk(−1) = Ukt-1, and so on. Similarly Wk, Zk holds same type of notations. The assumptions considered for the disturbance terms are that they are white noise.

Table A1 also summarizes the lag lengths of the three groups using Akaike information criteria (AIC) as per our analysis. We have observed that as per the AIC, only two lags are enough to justify the volatility of the variables through the system. The values of this criterion are significant at 5% level of significance.




Stability Analysis for VAR System

To justify whether the VAR models under consideration are stable or not, we run the stability analysis. Any unstable model is not suitable for further analysis. AR Root table lists the inverse roots of the characteristic AR polynomial. The estimated VAR is stable (stationary) only if all the roots have modulus less than 1. The AR root table (Table A3) indicates that the specified VAR models satisfy the stability condition and hence these models can be used for the required analysis.






Empirical Findings and Discussion

Since we are only interested with the effect of the lags of money supply volatility variables under consideration on the other set of dependent variables in the model, hence we have reported those values of concern in Table A3. It is observed that, a one-period lag of the growth rate of narrow money supply (m1_grw) have significant negative impact on itself and a significant positive impact on the growth rate of GDP (grw_gdp). However, the coefficient of the two-period lag of the growth rate of narrow money supply (m1_grw) indicates a significant impact on the volatility of broad money supply (m3_grw) and on growth rate of GDP. Surprisingly broad money supply has significant positive impact of any shock in the previous year on itself and also a negative repercussion on unemployment rate (unemp) but that of a shock one or two years before.

The results of VAR estimation for Group 2 indicates that Narrow money supply (m1_grw) one-period shock has significant adjusted partial positive impact on the gross fixed capital formation (grw_gfcf) and negative impact on itself. But broad money supply growth rate (m3_grw) has positive impact on both broad and narrow money volatility corresponding to a last year shock.


Granger Causality

Table A4 indicates that the growth rate of narrow money supply Granger causes the growth rate of broad money supply and vice versa at 5% level of significance for all the three groups. The volatility of narrow money supply also Granger causes the growth rate of GDP, inflation, PFCE, GFCE at 1% level and GFCF at 5% level of significance corresponding to all the three VAR models. Thus, we reject the null hypothesis of no causality and conclude that the past values of the concerned narrow money supply growth have significant impact on the aforementioned variables as mentioned. Therefore, the demonetization news affecting narrow money supply volatility today will also significantly affect those variables at some later stage. Also, broad money supply growth Granger causes growth of GDP, unemployment rate, PFCE, GFCE, and inflation at 1% level of significance corresponding to all the three groups. All these causality is one way and no reverse causality exists for most of the variables except for GFCE which imparts Granger causality on the growth rate of broad money supply at 10% level.

Since the past volatility in money supply is responsible to cause a significant contemporaneous impact on the current values of other variables, therefore, they are more likely to improve the forecasting performance of those variables. This is because {m1_grw} and {m3_grw} sequences contain some additional information about the sequences of {grw_gdp}, {unemp}, {grw_pfce}, {grw_gfcf}, {grw_gfce}, and {inflation} along with the information about their own residuals, which may affect the future trend of these variables.




Impulse Response Function

In our models, we have observed the impulse response of a monetary shock on other variables in concern. We have visualized the responses for a magnitude of one unit shock on the residual (Residual one unit). Also, since our objective of study is just to analyze a demonetization shock (which have direct impact on money supply variations) on other macroeconomic parameters, so instead of reporting the entire set of impulses we have just reported the impulse of m1_grw and m3_grw on other variables.

In the first model (reported in the Fig. A1), a shock in narrow money or broad money supply growth rate have initial positive upsurge on the growth rate of GDP up to 0.2 or 0.4 units, respectively, and then onwards it shows a diminishing zigzag movement for the subsequent periods. Considering the signs of the responses, innovations to unexpected broad money supply growth almost always have a positive impact on the GDP growth, since the impulse response is positive, and this effect of the shock dies down from eight years onwards. For narrow money, the impulse takes both positive and negative values and the shock appears to have worked its way out of the system beyond 10 years. A shock in broad money supply growth have initial sharp negative impulse indicating that a positive variation in money supply will have opposite effect on unemployment for two periods and then onwards there is a smooth increase up to 0.1 magnitude for next two years and then steadily diminishes to 0. But the contemporaneous impact of growth rate of narrow money has almost negligible impact for four periods and then onwards follows a steady convergence.

In Group 2 model, an absolute positive shock on narrow money have initial sharp jump to 0.4 units in case of PFCE, GFCE, and GFCF. Then this overreaction subsides down after about four periods for the growth in investment and government expenditure, whereas for the growth in consumption expenditure, there is a certain oscillating period followed by positive constant convergence from eight years onwards. Hence, a negative demonetization shock is expected to show the same but reverse impulse for the parameters. In case of broad money supply growth, a negative shock instantly gives a blow on growth in GFCF but the corresponding negative impact on GFCE and PFCE takes place after a slight lag. Moreover, the impact of the shock is expected to die down from six periods onwards.

In the final Group 3 VAR model, a significant monetary innovation indicates positive impulse for inflation. In case of narrow money growth rate, there is a sharp fall for a negative demonetization shock but the magnitude of variation is not sufficiently large. Hence, this contemporaneous impact is expected to diminish within four years. But for broad money, there is initially an opposite effect which is followed by an overreaction of about 0.5 unit magnitude and then onwards the impact of this demonetization shock on the inflationary pressure of the economy seize to exist.






Conclusion

This study has explored the movement of the major macroeconomic variables in India due to sudden demonetization, 2016. It mainly focuses on the macroeconomic variables on an overall basis. We could say that in the short run there is a scarcity of cash and it generates an adverse selection problem where although the move is targeted to the corrupt, but have more negative impact on the financially deprived. More studies on this impact of demonetization on the income and economic inequality will throw some more light on these aspects.

Well! This entire jitter of demonetization is in the minimal span. However, one could expect a speedy reversal of these fluctuating trends. Times of yore suggest a complete elimination of the shock within a 10 years period with flagging attitude starting from four years hence. This is not just an expectation but repeated trials by the administration to regenerate the squeezed off liquidity back into the system may serve as a boon to the populace. As a follow-up action to this is the fast demand-driven remonetization, staging of digitalization, and introduction of GST. Owing to the real estate sector, demonetization reduces the investments and also has taken into consideration the immense volume of tax evaded during property sales. However, an equilibrium reduction in real estate prices is desirable for affordable housing which will facilitate labor mobility across the globe. These are some curative strategies undertaken by the supreme authority of India. Unfortunately, the main motive of this policy was hardly captured and hence it gets sculpted as just another terrible strategy in the historical pages of India.
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Appendix

Table A1:    Definitions of the Variables.




	Study Variables

	Description




	grw_gdp

	

	It is the growth rate of GDP of the economy.


	It is unit free.


	It is defined as [image: image].


	The GDP so considered is the annual GDP of the economy measured in crores of rupees considering 2011–2012 as base year.






	grw_pfce

	
	It is the growth rate of total private final consumption expenditure of the economy.


	It is unit free.


	It is defined as [image: image] where PFCEt is the annual PFCE corresponding to period t.


	PFCEt is measured in crores of rupees considering 2011–2012 prices.






	grw_gfcf

	

	It is the growth rate of total gross fixed capital formation of the economy.


	It is unit free.


	It is defined as [image: image] where GFCFt is the annual
GFCF corresponding to period t.


	It is measured in crores of rupees corresponding to 2011–2012 prices.








	grw_gfce

	
	It is the growth rate of total government final consumption expenditure of the economy.


	It is unit free.


	It is defined as [image: image] where GFCEt is the
annual total GFCE corresponding to period t.


	GFCEt is measured in crores of rupees corresponding to 2011–2012 prices.






	inflation

	
	It is the increase in the price level of the economy.


	It is unit free.


	It is defined as [image: image] where Pt is the annual wholesale
price index corresponding to period t.


	The values of P are adjusted considering the base year 2011–2012.






	unemp

	
	It is the measure of the rate of unemployment of the economy.


	It is unit free.






	m1_grw

	
	It is the growth rate of total narrow money supplied in the economy.


	It is unit free.


	It is defined as [image: image] where M1t is the annual total narrow money supplied corresponding to period t.


	M1t is measured in billions of rupees.






	m3_grw

	
	It is the growth rate of total broad money supplied in the economy.


	It is unit free.


	It is defined as [image: image] where M3t is the annual total broad money supplied corresponding to period t.


	M3t is measured in billions of rupees.








Table A2:    Model Specification Results.

Augmented Dickey Fuller Test Statistics: (At Levels)

[image: image]

Source: Authors’ calculation.

Note: *, **, and *** Denote that the values are significant at 10%, 5%, and 1% level, respectively.

Lag Length Selection for Models in Three Groups

[image: image]

Source: Authors’ calculation.

Note: * Indicates the lag order selected by the criterion.

AR Root Table for the Models under Consideration

[image: image]

Source: Authors’ calculation.

Table A3:    Result of VAR Estimates.

[image: image]


[image: image]

Source: Authors’ calculation.

Sample (adjusted): 1952–2017.

Included observations: 66 after adjustments.

Standard errors in parenthesis and t-statistics in squared brackets.

Note: *** denote significance at 1% level.

Table A4:    Granger Causality among the Variables indifferent Groups.




	Sample: 1950–2017




	Lags: 2




	Null Hypothesis:

	F-Statistic

	Prob.




	Group 1




	  M1_GRW does not Granger Cause M3_GRW

	3.12**

	0.05




	  M3_GRW does not Granger Cause M1_GRW

	3.64**

	0.03




	  GRW_GDP does not Granger Cause M3_GRW

	0.82

	0.45




	  M3_GRW does not Granger Cause GRW_GDP

	10.47***

	0.00




	  UNEMP does not Granger Cause M3_GRW

	2.10

	0.13




	  M3_GRW does not Granger Cause UNEMP

	7.67***

	0.00




	  GRW_GDP does not Granger Cause M1_GRW

	0.91

	0.41




	  M1_GRW does not Granger Cause GRW_GDP

	13.89***

	0.00




	  UNEMP does not Granger Cause M1_GRW

	1.28

	0.28




	  M1_GRW does not Granger Cause UNEMP

	1.28

	0.28




	Group 2




	  M1_GRW does not Granger Cause M3_GRW

	3.12**

	0.05




	  M3_GRW does not Granger Cause M1_GRW

	3.64**

	0.03




	  GRW_GFCE does not Granger Cause M3_GRW

	1.26

	0.29




	  M3_GRW does not Granger Cause GRW_GFCE

	2.20

	0.12




	  GRW_GFCF does not Granger Cause M3_GRW

	2.30

	0.11




	  M3_GRW does not Granger Cause GRW_GFCF

	6.60***

	0.00




	  GRW_PFCE does not Granger Cause M3_GRW

	0.37

	0.69




	  M3_GRW does not Granger Cause GRW_PFCE

	11.64***

	0.00




	  GRW_GFCE does not Granger Cause M1_GRW

	2.92*

	0.06




	  M1_GRW does not Granger Cause GRW_GFCE

	3.77**

	0.03




	  GRW_GFCF does not Granger Cause M1_GRW

	0.16

	0.85




	  M1_GRW does not Granger Cause GRW_GFCF

	10.09***

	0.00




	  GRW_PFCE does not Granger Cause M1_GRW

	0.66

	0.52




	  M1_GRW does not Granger Cause GRW_PFCE

	11.28***

	0.00




	Group 3




	  M3_GRW does not Granger Cause M1_GRW

	3.64**

	0.03




	  M1_GRW does not Granger Cause M3_GRW

	3.12**

	0.05




	  INFLATION does not Granger Cause M1_GRW

	0.66

	0.52




	  M1_GRW does not Granger Cause INFLATION

	8.39***

	0.00




	  INFLATION does not Granger Cause M3_GRW

	0.33

	0.72




	  M3_GRW does not Granger Cause INFLATION

	8.88***

	0.00






Source: Authors’ calculation.

Note: *, **, and *** denote significant at 10%, 5%, and 1% level, respectively.

[image: image]
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Fig. A1.    Impulse Responses for the Concerned Variables.
Source: Authors’ Calculation.
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Chapter 17

How to Fulfill the Objectives of Control of Money Supply, Growth, and Inflation Targeting?: A Peep into the Emerging Contour of India’s Monetary Policy

Sovik Mukherjee and Asim Kumar Karmakar


Background

The term monetary policy refers to actions taken by central banks (The Reserve Bank of India (RBI) in the Indian case) to affect the monetary and other financial conditions in pursuit of the broader objectives of sustainable growth of real output, high employment, and a reasonable degree of price stability. In India, the broad objectives of monetary policy have been – to maintain a reasonable degree of price stability and to help accelerate in the rate of economic growth. The emphasis as between the two objectives has changed from year to year, depending upon the conditions prevailing in that year and in the previous year. The choice of dominant objective arises essentially because of the multiplicity of objectives and the inherent conflicts among such objectives. In this backdrop, the author brings in a “Modified Impossible Trinity” (Fig. 1) and the question is can we bypass this trinity? In other words, can we achieve these conflicting objectives of economic growth and inflation targeting without laying our hands on the autonomy of the central bank. So one way of reconciling the conflicting objectives of price stability and economic growth is through estimating the “threshold level of inflation,” a level beyond which costs of inflation begin to rise steeply on account of money supply growth and affect economic growth. Below and around this threshold level of inflation, there is greater maneuverability for the policymakers to make an attempt at pushing up growth without asking the central bank to sacrifice its autonomous stand.

[image: image]

Fig. 1:    Modified Impossible Trinity.

There has always been this assignment problem which arises every now and then. As Rangarajan (1997) puts it,

In a broad sense the objectives of monetary policy can be no different from the overall objectives of economic policy. The broad objectives of monetary policy in India have been: (1) to maintain a reasonable degree of price stability and (2) to help accelerate the rate of economic growth. The emphasis as between the two objectives has changed from year to year, depending upon the conditions prevailing in that year and in the previous year.

The question for the policymakers is that in the short run, is there a trade-off between inflation, control of money supply and economic growth?

One of the ways of finding a solution to the conflicting objectives of economic growth and price stability is the Taylor’s rule; it hits on a signal interest rate and fixes it up taking into account the deviations of inflation rate from the target and actual output from its potential. This gives rise to the concept of threshold inflation, keeping inflation within the target level. Since 1990s when it was first adopted by the Reserve Bank of New Zealand, around 28 central banks have adopted inflation targeting with the expectation that it helps to reduce the volatility of both inflation and output. However, the underlying nexus between money supply, growth, and price level is widely contested in the literature with Classicals, Keynesians and Monetarists having different propositions.

The objective of this study is to show whether there is a possible trade-off between inflation, money supply, and economic growth.




Review of Select Literature

In the Indian context, the RBI, has been responding to the state of the economy and using its discretion in the conduct of the monetary policy. As Mohan (2006) points out, the target has been to strike a balance between growth and price stability depending on the macroeconomic and financial conditions operating at the backdrop. Starting from the seminal paper by Sims (1972) based on the US data, the issue of causality between money and income has come to the forefront. Even in the Indian context, there is a rich literature which talks about the unidirectional causality figuring out in the theory of “Quantity Theory of Money.” In India, the first attempt to examine such causality was by Ramchandra (1986) and Dave and Rami (2008). Following the regression results, the conclusions arrived at: (i) the influence of money is both on the level of real income and price level; (ii) price has a significant impact on real income; and (iii) money supply is dependent on nominal income. In a similar exercise, the relationship as predicted between the level of money supply and the price level in India has been scrutinized by Biswas and Saunders (1990).

In the context of the famous Taylor rule (1993) where policy interest rate (the Federal Funds rate) adjust in response to the past inflation and the output gap. He showed that this rule described Federal Reserve policy performance quite well from 1987 to 1992. But in this context other than studies by Rangarajan (1997), there are not many studies that have happened in India. This also has been a motivation to apply the Taylor’s rule to the recent data for India and see how the results compare with the already existing studies in the literature (Kanagasabapathy, 2001). Moreover, in the international level, there are many studies that have made use of the Taylor’s rule in different country settings (Clarida, Gali, & Gertler, 2000; Sauer & Sturm, 2007; Woodford, 2001). But as pointed out by Woodford (2001), a simple rule like Taylor’s one is not likely to take stock of a fully optimal policy.

The crucial issue that is being debated in India as elsewhere is whether the in pursuit of the objective of price stability by monetary authorities, the ability of the economy to attain and sustain high growth gets undermined? Empirical evidence on the relationship between growth and inflation in a cross-country framework is somewhat inconclusive because such studies include countries with an inflation rate as low as 1–2 percent to those with inflation rates going beyond 200–300 percent. These studies (Barro, 1995; Khan, Senhadji, & Smith, 2006; Sarel, 1996), however, evidently establish that growth rates become increasingly negative at higher rates of inflation. But then what happens to this nexus in a Taylor rule type set-up with the change in money supply functioning as an extra component is yet to be explored not only in India but across the global spectrum. This makes the policy behavior on part of the central banks crucial. There is a rich literature focusing on solving the time-inconsistency problems arising from the discretion policy of the central bank through the use of Taylor’s rule (Clarida et al., 2000; Khan et al., 2010; Roskelley, 2016; Sauer & Sturm, 2007; Sheel, 2016). During the late 1990s, the broad objective of India’s monetary policy had been to achieve price stability with economic growth (Sheel, 2016). But with the passage of time, policy stance of the RBI has been to follow a rebalancing approach between growth and inflation to accommodate various macroeconomic and financial conditions.

In a different context, there are studies like Chhibber (1991) found that monetary growth, foreign prices, exchange and the interest rates, unit labor cost, and real output are the key determinants of inflation in Zimbabwe. Also, Kilindo (1997) figured out Tanzanian’s inflation by exploring the interlinkage among fiscal operations, money supply, and inflation level. Finding a robust relationship among the three, he recommended “the adoption of a restrictive monetary policy in which the supply of money must be constrained to grow steadily at the rate of growth of real output.” Qayyum (2006) have analyzed the effect of money supply on inflation for the Pakistan economy. They have found a negative relationship between the two focus variables which is very much expected but their framework is not amenable to causality analysis. These logical arguments are strongly grounded in the quantity theory. In this context, though, this chapter does not look at the estimation procedure of Phillips curve directly, per se, but reviews in the context of inflation-targeting monetary policy the results of the existence of the Phillips curve in the Indian context. In earlier studies in this context by Rangarajan (1983) and Dholakia (1990) have found a negative relation between price changes and employment (Kapur, 2013). There is a school of thought who believes that Phillips curve does not exist or the data does not fit well into the scheme of things (Brahmananda & Nagaraju, 2002; Virmani, 2004) except two studies which make use of supply shocks modeling – one by Paul (2009) and the other by Mazumder (2011). Noticeably, the overwhelming finding in the existing literature is that the Phillips curve does not apply to India. But as Kapur (2013) has pointed out, the essence of output dynamics and expected inflation in the context of monetary management becomes crucial before commenting on the existence of the Phillips curve for any economy.




Moneyary Policy in India in Recent Times

Currently, in its monetary operations, RBI uses a convex combination of multiple instruments to ensure that appropriate liquidity is maintained in the system so that all legitimate requirements of credit are met, consistent with the objective of price stability. Toward this end, the bank pursues a policy of active demand management of liquidity through OMOs along with liquidity adjustment facility (LAF), market stabilization scheme (MSS), cash reserve ratio (CRR), statutory liquidity ratio (SLR) and marginal standing facility (MSF) at its disposal flexibly as and when the situation warrants. As on August 31, 2018, the key indicators, namely, inflation stood at 4.96 percent (expected till date), CRR at 4 percent, SLR at 19.5 percent, bank rate at 6.50 percent, repo rate at 6.25 percent, reverse repo at 6 percent, and MSF rate at 6.50 percent. The very recent episode of large capital flows and volatility in asset prices prompted a debate in India on the need for exchange rate adjustment due to the challenges to financial stability (Mukherjee & Karmakar, 2018). In an environment of increasing capital flows and narrowing of interest rate differentials, exchange rate movements become crucial. It poses the challenge of an integrated view on interest rates and exchange rate developments for monetary management. Taylor’s rule, at present, is not followed on account of the severe criticisms across the globe (Orphanides, 2003). But, this chapter introduces a modified form of Taylor’s rule, and then goes on to compare the results in a setting with exchange rate adjustments and without exchange rate adjustments.




Scope of Empirical Investigation, Data, and Methodology

Historically, the Federal Reserve’s Open Market Committee (FOMC) has set monetary policy by targeting the federal funds rate, that is, the interest rate at which commercial banks give out loans to each other. The Taylor (1993) rule is a numerical formula that relates the FOMC’s target for the federal funds rate to the current state of the economy. It takes the following form,

r = r* + λ1 (Y – Y*) + λ2 (π – π*)

where r is the nominal rate of interest; r* the assumed real rate of interest; Y the level of actual output (GDP); Y* the level of trend output; π the actual inflation rate; and π* the target inflation rate. According to Taylor’s original version, as presented here, the nominal interest rate gets expressed as a divergence of actual inflation rate from the target inflation rate and of the actual GDP from the potential GDP. Criticisms regarding rate of interest not being a cure for economic growth got validated for many countries in different settings (see Schularick & Taylor, 2012; Svensson, 2003). The chapter does not aim to fit the Taylor’s rule (1993) to the Indian data but rather tries to use the form of the Taylor’s rule in predicting the causal relation between the focus variables of the model, if any. However, ever since the Taylor principle came into existence, there is more debate regarding the entry of other terms into the rule like, exchange rates, growth rates and not just level of output, etc. Also, to take care of the financial conditions, terms like, stock prices, housing market prices influence the magnitude of interest rate targeting. Keeping these arguments in mind, the modified version that this chapter makes use of in the Indian context goes as follows,

[image: image]

where r is the nominal rate of interest (here this chapter considers the REPO rate); r* the real rate of interest (REPO rate−CPI inflation); y the growth rate of GDP; y* the trend growth rate (in our case, geometric mean of GDP growths over the time horizon); π the actual inflation rate; π*the target inflation rate (geometric mean of inflation rates over the time horizon); M3 the level of money supply; [image: image] the trend level of money supply (i.e., geometric mean of money supply level over the time horizon); REER* the real effective exchange rate; REER * the geometric mean of REER levels over the time horizon; This model has been estimated in a VAR set-up once in the presence of exchange rate adjustments (REER adjusted) followed by the causality and the cointegration tests.




Econometric Methodology

Granger causality is used to test whether the lagged values of one variable enter into the equation of another variable. Consider a n variable VAR having p lags.

[image: image]

We can comment that xjt does not Granger cause xit (i ≠ j) iff Aij(L) = 0.

To make it more clear, we consider,

Bivariate regressions of the form —

[image: image]

[image: image]

for all possible pairs of (x,y) series in the group. The reported F-statistics are the Wald statistics for the joint hypothesis: β1 = β2 = … = βp = 0 for each equation considering p lags.

The null hypothesis is that x does not Granger cause y in the first regression and that y does not Granger cause x in the second regression. The Johansen and Juselius (1990) test statistics used to test for the number of characteristic roots that are significantly different from zero are given as

[image: image]

[[image: image] is the estimated value for the ith ordered Eigen value and r is the number of cointegrating vectors under the null hypothesis; T is the total number of observations.] The second test statistic, H0 is to test that number of distinct cointegrating vector is less than or equal to r against a general alternative whereas the first test statistic they use tests the null hypothesis against (r + 1) vectors. λtrace and λMax statistics obtained using simulation studies in their 1990 paper.


Data Description and Review

The data under consideration has been collected and compiled from various issues of Handbook of Statistics on Indian Economy, RBI and www.indexmundi.com. The component of money supply used in the study is Broad Money (M3), which consists of,

M3 = (Narrow money i.e., currency with the public) + (other deposits with RBI) + (the demand deposits of banks) + (time deposits with the banking system).

or, M3 = M1 + (time deposits with the banking system).

In the present study, the direction of causation between the rate of growth of money supply, economic growth and rate of inflation has been analyzed contrary to what most studies have done till now. Inflation Rates in India are mostly reported by the Ministry of Statistics and Programme Implementation (MOSPI, GoI). The standard definitions applicable are —


	Inflation Rate: The percentage change in Wholesale Price Index (WPI) from the previous period.

[image: image]


	Economic Growth: Typically, GDP or GNP is taken as a measure of economic growth. In notational terms, GDP growth rate, gt is

[image: image]




where, t indicates the particular time point; The data available on Wholesale Price Index for different periods had different base years. It needs to be pointed out that the author has applied the process of “Splicing’’. Splicing is the technique of combining two or more overlapping series of index numbers having different base periods to obtain a single continuous series of index numbers with a common base period. In effect, this is equivalent to shifting the bases of the different series to some fixed base period. Here, we have considered 2004-05 as the base period. The results of the analysis follows.






Results and Discussions Thereof

At the outset, to check for stationarity, we go for the unit root tests for each individual series by applying Augmented Dickey Fuller (ADF) test (see Table 1), applying Akaike information criterion (AIC), with trend and intercept for knowing the stationarity status of the series. The main objective is to reject the null hypothesis so that the series becomes stationary.

After conducting the ADF test we see that all our attain stationarity at the second difference, that is, at the second difference unit root is absent. At their basic level if these focus variables are integrated of order 2, given the Taylor rule, taking difference from an average value (i.e., geometric mean over the time horizon) will yield stationarity of the first order. Since the different series of the concerned focus are integrated of the same order, the series may be tested for the existence of a long-run cointegrated relationship between them. A lag of 1 is considered to be optimum for our model given the minimum value of AIC. Before moving on to the estimation of the long-run cointegration equation, it is desirable to check the direction of causality among the focus variable. Interestingly, the results in Table 1 point out the fact that the specification of the Taylor’s rule that the chapter makes use of is correct. There is a unidirectional causality running from (y – y*), (π – π*), [image: image] and (REER – REER*) to (r – r*).

In this section, this chapter reports only the causality results pertaining to the estimation of the model as in Table 1 and not all the possible pairwise causality results across the variables of the model. It also needs to be noted that the direction of causality does not change with the definition of money considered, that is, the direction of causality remains the same if instead of M3, M1 is used.

For the cointegration analysis we have the null hypothesis: there is no cointegration. From Table 2, it is clear that the p-value at none is 0.0114 < 0.05. So the null hypothesis is rejected and the p-value at at most 1 cointegrating equation is 0.3462 > 0.05. Therefore, results obtained from the Johansen cointegration test confirm that,

Table 1:    Unit Root Results and Pairwise Granger Causality Results.

[image: image]

Source: * Implies significance at 95 percent% level. Results as obtained in Eviews 7.1.

(i) Trace test indicates 1 cointegrating eqn(s) at the 0.05 level.

(ii) Max-eigenvalue test 1 cointegrating eqn(s) at the 0.05 level.

Thus, in the long run the focus variables are cointegrated.

The estimated cointegration equation of the Taylor rule equation takes the form for the period under consideration,

[image: image]

In this modified version of the Taylor’s model, the author presents a simple analytical extension by incorporating the growth gap and the exchange rate fluctuations to make this model more realistic in the Indian context, which remained unexplored till date. The coefficients related to the growth gap, inflation gap, money supply gap, and the exchange rate fluctuations imply that with 1 unit change in these components how would the REPO rate change in the Indian context. Given the amplified risks to inflation rates and volatility in the rupee in the past few months, necessitates a rise in the interest rates (read the story of SBI hiking bulk deposit rates on account of given expectations of rise in interest rates at (https://economictimes.indiatimes.com/wealth/personal-finance-news/sbi-hikes-fd-rates-ahead-of-rbi-monetarypolicy/articleshow/65202289.cm s) RBI being an inflation-targeting central bank, committed to the medium-term inflation target of 4 percent.

However in this chapter, the target inflation rate that has been estimated as the geometric mean of the inflation rates (CPI) over the time horizon stands at 6.45 percent. Also from the estimated cointegrated equation, if I put the 2017 figures of the concerned variables in their respective places keeping target inflation level at 4 percent as prescribed by the RBI in the model then a nominal interest rate of 7.1 percent is estimated but actually it was 6 percent. Thus, the relevancy of the Taylor rule is questionable in India. India never adopted the monetary policy to be consistent with any rule to be honest. Now, the challenge is to stabilize the tensions within the Impossible Trinity as shown in Fig. 1 given the constraints. Keeping a risk-adjusted target inflation of 4 percent, coupled with largely a market-determined exchange rate; it remains an open question as to whether this intervention will ensure the sustainability of India’s growth prospects in the long run.




Concluding Observations Thereof

Over the years, the results show that India uses no pre-determined strategy to change money supply, at the most the policymakers keep in mind that excessive inflation is unacceptable and money supply is moderated when expected inflation is seen to be going out of the specified bounds, and correspondingly the interest rates are monitored consistent with the exchange rate adjustments. But, there is a twist in the tale.

Before Dr Raghuram Rajan (the former RBI Governor) came to the RBI, policy rates were way below Taylor rule estimates. Caution must be exercised while trying to draw too many inferences about the previous years, because inflation targeting was adopted only in March 2015 based on retail inflation. To understand how efficient the Taylor’s rule was during Dr Rajan’s time, let us analyze some facts during that period. In January 2015, RBI lowered the benchmark interest rate to 7.75 percent followed by a cut by 0.25 percentage point in March 2015 which eventually went down to 6.5 percent by April 2016. The question is, “Was the cut in interest rate based on lower than expected inflation which dropped to 5 percent in December’14?” The answer is “yes” and a prudent application of Taylor’s rule by Dr Rajan. This period from January 2015 to April 2016 saw inflation hovering between the range 4–5 percent, REPO rates mostly remained between 6 and 6.5 percent with minor fluctuations therein and as per this model the estimate is 6.60 percent – a negligible deviation of 0.1 percentage point. While Rajan did keep rates above Taylor rule-prescribed values for a brief while, but with the inflation rates coming down, the way REPO rates were changed consistent with change in inflation levels. Thus, this vindicates Dr Rajan’s cautious behavior at that point of time.

Table 2:    Cointegration Results.

[image: image]

Source: Estimation done by the author using Eviews 7.1

To sum up, although, the applicability of this rule is questionable but there are instances in the past 2–3 years which show that Taylor’s rule consistent interest rates were set. Since India’s monetary policy is conducted in a discretionary manner and with less transparency, this study will provide insights to the policymaker for conducting the future policy.
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Chapter 18

Determinants of Operating Efficiency of Commercial Banks in India: Insights from Panel Regression Model

Swati Ghosh and Bishan Sanyal


Introduction

Operating efficiency of any commercial institution is the key factor in determining its sustainability, efficiency, and productivity. Indian commercial banks can perform better if their operating efficiency improves day by day. Financial Sector Reforms have taken place in India following two Narashimam Committee Reports in 1992 and 1998. Banking sector is the major player in Indian financial sector. Efficient performance of financial sector is the pre-condition for better performance of the whole economy. Financial sector plays a catalytic role in enhancing economic activity. In this context, it is essential to find out the major determinants of operating efficiency of banks because banking sector plays a pivotal role in growth of Indian economy indirectly. If we can identify the factors behind improvement of operational efficiency of commercial banks, then it will be helpful for banks to focus on those factors. Information regarding market efficiency can lay the foundation stone of financial sector having robust banks and depository institutions.




Review of Literature

Some of the vast literatures surveyed are summarized below. We refer to studies of the efficiency of the UK banking sector (Drake, 2001; Webb, 2003) and the analyses of commercial bank efficiency in transition economies (Grigorian & Manole, 2006). The latter consists of foreign ownership, prudential regulation tightening, and consolidation of the banking sector as principal determining factor of efficiency, and show that foreign ownership and consolidation enhance efficiency, while prudential regulation effects differ across economies. A large number of the studies of banking sector profitability apprehended individual economies: the US (Berger, 1995), Australia (Pasiouras, Kosmidou, & Gaganis, 2006), Greece (Kosmidou, 2008), Colombia (Barajas, Steiner, & Salazar, 1999), Brazil (Afanasieff, Lhacer, & Nakane, 2002), and Tunisia (Ben Naceur, 2003). The multi-country studies included Molyneux and Thorton (1992) and Pasiouras and Kosmidou (2007), which looked into bank profitability determinants in a sample of European economies; Hassan and Bashir (2003), who thought about profitability of Islamic banks in 21 countries; and Demirguc-Kunt and Huizinga (1999), who studied the influence of macroeconomic and institutional determinants on bank interest margins in 80 different economies. A number of hypotheses relating to bank profitability were considered in this study to justify its positions (e.g., Aladwan, 2015; Ali, Akhtar, & Ahmed, 2011; Al-Tamimi, 2006; Altunbas, Gardener, Molyneux, & Moore, 2001; Beck, Cull, & Afeikhena, 2005; Berger, DeYoung, Genay, & Udell, 2000; Berger, Hanweck, & Humphrey, 1987; Berger & Humphrey 1997; Berger & Mester, 1997; Bikker & Hu, 2002; Bourke, 1989; Boyd & Champ, 2006; Boyd & Runkle, 1993; Chaudhry, Chatrath, & Kamath, 1995; Cimkono, Muturi, & Njeru, 2016; Diamond & Rajan, 2000; Dietrich & Wanzenried, 2011; Eisenberg, Sundgren, & Wells, 1998; Fanta et al., 2013; Francis, 2013; Goddard, Molyneux, & Wilson, 2004; Guest, 2009; Guru, Staunton, & Balashanmugam, 2002; Hannan, 1979; Hughes & Mester, 1998; Kosmidou, Pasiouras, Doumpos, & Zopounidis, 2006; Kosmidou et al., 2008; Liu & Wilson, 2010; Miller & Noulas, 1997; Molyneux & Thorton, 1992; Obamuyi, 2013; Pallage, 1991; Qin & Pastory, 2012; Sheefeni, 2015; Smirlock, 1985; Spathis, Kosmidou, & Doumpos, 2002; Srairi, 2009; Terraza, 2015; Vander Vennet, 1998; Yermack, 1996). The literature pertaining specifically to Malaysian dualistic banking sector studied both the efficiency and profitability of the banks.

The latter characteristic of the problem received much less analytical consideration. The actual estimates of banking profitability were scarce, with the study by Ali Embaya (2013) a notable exception. With regard to the determinants of banking profitability, earlier studies included Haron (1996) and Guru et al. (2002). The scope of Haron’s analysis however was limited to Islamic banks.

Guru et al. (2002) took a number of factors and concluded that total expenditure to total assets variable had a negative impact on profitability, whereas current account deposits as a proportion of total assets had a positive effect. Sufian (2009) studied domestic and foreign commercial banks operating in Malaysia during 2000–2004, and proved that high credit risk and higher loan concentration have a negative effect on profitability, while the level of capitalization, non-interest income and operational expenses have a positive effect on profit levels. Jasmine, Yen Yi, Yun Xi, Mohanen, and Ding (2011) centered specifically on the period prior to, and the aftermath of the 2007–2008 financial crisis, looking at eight major commercial banks. Only base lending rate, interest coverage, and capital adequacy ratio were established to be significant determinants of profitability, with all three factors having positive effects on profits. In a similar vein, Said and Tumin (2011) found no significant relationship between bank’s size and profitability.

With regard to institutional and regulatory influences, Sufian (2010), in a study covering 1992–2003, established that the extent of regulation and supervision had a negative effect on profitability levels. As to macroeconomic influences, while Jasmine et al. (2011) purport that there are no macroeconomic effects on profits, Sufian (2010) established positive effects of economic growth and inflation on profitability.




Objective of the Study

This chapter aims to find out the major determinants of operating efficiency of banks in India. In other words, the objective of this study is to identify the key variables which can improve the operational efficiency of commercial banks. Banks should be efficient operationally so that they can sustain their social contribution in the long run.




Data Source and Research Methodology

Data are collected from “Statistical Tables Relating to Banks in India” obtained from Reserve Bank of India (RBI) (www.rbi.og.in). The statistical method makes use of the advantages of the Partial Adjustment Model, which measures the extent to which bank financial performance influences its operating efficiency. Here, dependent variable is operating efficiency of commercial banks measured by income by expenses of bank denoted by Ln(OE) (where Ln stands for log values). This measure of operating efficiency depicts the ability of commercial banks to earn income utilizing their expenses made. The sample includes 64 commercial banks covering the period 12 years 2006–2017. Among these banks, 26 banks are public sector banks, 18 are private sector, and 20 are foreign banks. These banks are selected on the basis of availability of data during the entire study period.

Let us assume the model to be:

Ln(OE) = MSD + Ln(LOE) + Ln(NCOAGL) + Ln(LLPTL) + Ln(LLPE)
+ Ln(LLRGL) + Ln(LR) + Ln(NLTDB) + Ln (LADSTF)
+ Ln(NIM) + Ln(OIAA) + Ln (ROA) + Ln (ROE) + Ln (REP)
+ Ln (LLPNIR) + Ln (LLRIL) + Ln (NCONIBLLP)
+ Ln (IMPARL) + C

Here C is the constant term.

Taking logarithm of variables will measure the elasticity of operational efficiency with respect to each determinants. This is a panel regression model examining the appropriate model with the help of Lagrange multiplier (LM) test for random effects as well as Hausman test to find out whether fixed or generalized least square (GLS) random effect. Here, Strata package is used to find out the results where we prefer classical least square regression model (CLRM) and apply ordinary least square (OLS) method when both restricted F-test and LM test are insignificant. We choose random effect model (REM) and apply GLS method when restricted F-test is insignificant and LM test is significant. In case both restricted F-test and LM test are significant, then we shall apply REM if Hausman test is insignificant. We choose fixed-effect model when LM test is insignificant but restricted F-test is significant. In case both restricted F test and LM test are significant, then we shall apply FEM if Hausman test is significant.

First independent variable considered here are dummy variable showing market share dummy (MSDUM). This variable can throw light on whether merger of banks are conducive to improve operating efficiency of commercial banks. This study considers one period lagged operating efficiency denoted by LnLOE as another independent variable which can capture the extent whether better operating efficiency has a cascading effect on future operating efficiency. Except dummy variable of market share, logarithm of all variables is considered. This will estimate translog function where significant coefficient will estimate the degree of responsiveness of that variable because it will be an estimate of elasticity.

Other explanatory variables considered here are other liabilities and provisions by advances, provision by total advances, provision by investment, reserve by advances, advances by assets, advances by deposit plus borrowing, cash in hand, balances with RBI, balances with other banks, call money, investment by deposit plus borrowing, interest income by balances with other banks, call money, investment by deposit plus borrowing plus advances, non-interest income by assets, return on assets, return on equity (ROE), total income minus provisions by assets, provision by net interest income, provision by impaired loans, and provision by operating profit and impaired loans. Specifically we sought to establish the effect of bank specific liquidity ratios on their operating efficiency.

Other than these, we consider the following variables:


	We take other liabilities and provisions by advances as another independent variable as LnNCOAGL which is a measure of credit risk.


	Ln(LLPTL) is the provision by total advances which shows the extent of provision made by banks for lost assets and salaries. This variable also measures credit risk.


	LnLLPE is the provision by investment. This is also a measure of credit risk.


	LnLLRGL is the reserve and surplus by advances measuring credit risk. Given a similar charge-off policy, the higher the ratio, the poorer will be the quality of the loan portfolio.


	LnLR is the ratio of advance by assets.


	LnNLTDB is the ratio of advances by deposit plus borrowing measuring liquidity of banks. This variable shows the liquidity of banks.


	LnLADSTF is the percentage of cash in hand, balances with RBI, balances with other banks, call money, investment by deposit plus borrowing indicating liquidity of banks.


	LnNIM is the net interest income by sum of balances with other banks both in and outside India, call money, investment, and advances. This measures the profitability of banks.


	LnOIAA is the other operating income or non-interest income by total assets.


	LnROA is the log of net income to average total assets measuring profitability of banks. This is given as return on assets. This is a measure of profitability.


	LnROE is the ratio of net profit to average tier one capital plus average revaluation reserve. This measures profitability.


	LnREP is the recurring earning power showing non-interest income minus provisions divided by total assets. The ratio of pre-provision income to average total assets is denoted by LnREP.


	LnLLPNIR is the ratio of loan loss provision to net interest revenue presents the relationship between provisions in the profit and loss account and the interest income over the same period.


	LnLLRIL shows the ratio of loan loss reserve to the impaired loans or non-performing loan.


	LnNCONIBLLP is the asset quality, the ratio of net charge-off (the amount written off from loan loss reserves less recoveries from loans) to net income before loan loss provisions.


	LnIMPARL is the ratio of non-performing assets (impaired loans) to equity showing asset quality of banks.







Empirical Analysis and Discussion

The results of panel regression showed that Breusch and Pagan Lagrangian multiplier test for random effects is significant even at 1% level with chi-square value 356.31. This indicates that we must reject pooled OLS results. So, we have to focus on Hausman test to identify whether fixed or random effect model is applicable. Hausman chi-square test statistic is 258.64 which is significant at 1% level. This indicates that fixed-effect model results are acceptable. Moreover, F-statistic value is 114.35 significant at 1% level. Within R-square for fixed-effect model is 0.7517 indicating 75.17% coefficient of determination which is substantially high. This model can successfully identify the determinants of operational efficiency of commercial banks in India because overall R-square is 0.6021 which is more than 0.50. Here, group variable is bank. Number of group is 64 and number of observations is 762. Observations per group are minimum 10. Let us present the relevant regression results in Table 1 for fixed-effect model.

Insignificant variable MSDUM indicates that it is not necessary operational efficiency of large banks is better than smaller banks. Market power has no role in determining operational efficiency of commercial banks in India in the study period mentioned earlier.

LnLOE is the logarithm of lagged operating efficiency. This will estimate the effect of past operating efficiency on present operating efficiency. LnNCOAGL is the log of other liabilities and provisions by advances. LnLLPTL is the log of provision by total advances showing the risk exposer of banks. LnLLPE is the log provision by investment. LnLLRGL is the logarithm of reserve and surpluses by advances. LnLR is the log of advances by assets. LnNLTDB is the log of advances by deposits plus borrowing. LnLADSTF is the log of cash in hand, balances with RBI, balances with other banks, call money, investment by deposit plus borrowing. LnNIM shows the logarithm of interest income by balances with other banks, call money, investment by deposit plus borrowing plus advances. LnOIAA is the log of non-interest income by assets. LnROA means logarithm of return on assets. LnREP is the log of total income minus provisions by assets. LnLLPNIR is the log of provision by net interest income. LnLLRIL means log of provision by impaired loans. LnNCONIBLLP is the log of provision by operating profit. LnIMPARL is the log of impaired loans.

Table 1:    Panel Regression Results of the Appropriate Fixed-effect Model.

[image: image]

Source: Computed by the authors.

Note: * Variables are significant.

This study took four variables, namely logarithm of LnNCOAGL, LLPTL, LLPE, and LnLLRGL measuring credit risk. We also selected three variables, namely LnLR, LnNLTDB, and LADSTF indicating liquidity of banks. Moreover, we considered five variables such as LnNIM, LnOIAA, LnROA, LnROE, and LnREP as profitability measure and four more variables showing asset quality are LnLLPIR, LnLLRIL, LnNCONIBLLP, and LnIMPARL.

This study shows that lagged operational efficiency will affect operational efficiency of banks positively though coefficient is very low (0.03) but it is significant even at 1% level. This result hints at sustainability of operational efficiency in the long run. This means that once a bank attains operational efficiency, it will maintain it though it will improve slowly.

Three variables, namely other liabilities and provisions by advances (LnNCOAGL), cash in hand, balances with other banks, call money, investment by deposit plus borrowing (LADSTF), provision by operating profit (LnNCONIBLLP), and ROE are found to be insignificant at 5% level. Analyzing the results of variables showing credit risk, show that when we take other liabilities with provisions, it becomes insignificant otherwise elasticity of operating efficiency with respect to variables containing provision as numerator is positive and significant. The value of the coefficients for LLPTL and LLPE are 0.23 and 0.34, respectively. The fourth variable showing credit risk is reserve and surpluses by advances found to be significant and assumes a very low negative value (−0.07). This indicates that operational efficiency of banks declines with the increase in reserve and surpluses with respect to advances though it has a weak impact.

Observing the results of variables showing liquidity, we can conclude that operational efficiency is inversely related with advances by assets with coefficient (−0.66). This capacity of financial intermediation is measured by LnNLTDB. The coefficient of advances by deposit plus borrowing is positive (0.52). This means 1% increase in this ratio will result in 0.52% increase in operating efficiency of banks.

Except ROE, all four profitability measures are significant with positive coefficients in determining operating efficiency of commercial banks. These results emphasize on the fact that operational efficiency of banks must improve as a result of increase in profitability. The coefficients of LnNIM (net interest margin), LnOIAA (non-interest income by assets), LnROA (return on assets), and LnREP (total income minus provisions by assets) are 0.10, 0.16, 0.15, and 0.55, respectively. Managerial efficiency of a bank is depicted by ROA. So, we can conclude that operational efficiency of banks is positively affected by managerial efficiency of banks.

Variables indicating asset quality are mostly significant and have negative coefficient. It is quite expected that operating efficiency of banks will improve if banks can reduce non-performing loans and provisions required as per income recognition and asset classification of banks for those non-performing loans.




Conclusion

The findings of the study indicate that the previous year operational efficiency ratio, liquid assets to short-term liabilities ratio, and total capital ratio positively and significantly affect the bank operating efficiency. The study adopted an explanatory research design and analyzed the data using fixed effects regression. From the regression results, the overall R2 of 0.6021 was derived meaning that 60.21% of banks operational efficiency is as a result of the study variables. The results show that variables positively and significantly affecting operating efficiency are past operating efficiency, provision by total advances, provision by investment, advances by deposit plus borrowing, interest income by balances with other banks, call money, investment by deposit plus borrowing plus advances, non-interest income by assets, return on assets, and total income minus provisions by assets. The variables negatively and significantly affecting banks’ operating efficiency are reserve by advances, advances by assets, provision by net interest income, provision by impaired loans, and impaired loans that is non-performing advances. The variables found to be insignificant in influencing operating efficiency are MSDUM, other liabilities and provisions by advances, sum of cash in hand, balances with RBI, balances with other banks, call money, investment by deposit plus borrowings plus advances, ROE, and provision by operating profit. These results offer clear evidence that banks in India with large market share has nothing to do with operating efficiency of commercial banks. This finding clearly indicates that merger and acquisition of commercial banks in India increasing the monopoly power of individual banks cannot lead to better operational efficiency of banks. So, better operational efficiency of these banks do not require extensive merger of commercial banks. This study confirms that past operational efficiency will positively affect operational efficiency of banks. This concludes that once a bank becomes efficient operationally, it will remain so in future. Findings of this study substantiate that loan ratio adversely affects operational efficiency the most. Operational efficiency of banks increases with the reduction in loan ratio which signifies increase in liquidity of banks. We can infer that more liquidity of commercial banks is conducive for operational efficiency of these banks. This finding leads to the conclusion that banks and depository institutions must mobilize their resources as far as practicable keeping the liquidity level at bare minimum. Other than these, this study confirms that reduction of non-performing assets (NPA) will also have a major impact on better operational efficiency of banks. Efficiency of banking sector is required for better macroeconomic performance of our country.

Our policy prescriptions suggest the following:


	Improvement in the rate of deposit mobilization of commercial banks (LnNLTDB) will lead to better operational efficiency. Banks should focus on deposit mobilization in future.


	Banks should transform their functioning toward universal banking so that they become operationally more efficient.


	LnLR having significant high negative coefficient that percentage of the assets of the bank is tied up in loans will lead to worse financial performance of bank.


	LnLLRIL (ratio of loan loss reserve to the impaired loans or non-performing loan) showing significant coefficient with high negative value indicates that operational efficiency will be affected adversely by increase in loan loss reserve to NPA.
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Chapter 19

Role of Monetary Policy on Generating Output and Price Stability in India: An Investigation

Jayabrata Ghosh


Introduction

Monetary policy and economy of a country are intermingled. The apex specialized financial institution, that is, the central bank of a country has the major responsibility to control the financial environment of the country so that the maximum possible benefits are achieved toward the development of a nation. Globalization has threats and opportunities. Globalized economy may enjoy the benefits of globalization and at the same time it must be alert to combat the worldwide adverse circumstances taking place from time to time. In due course most countries have created their central banks and entrusted with the power to control the money supply and to maintain the value of it. The Federal Reserve System (The FED), the central bank of the United States was established in 1914, The European Central Bank (ECB), the central bank of 19 European Union countries which adopted Euro was established in 1998, The People’s Bank of China (PBOC), the central bank of China in 1948, Bank of Japan (BOJ), the central BOJ in 1882, the Bank of England, the central bank of England in 1964, the Reserve Bank of India (RBI), the central bank of India in 1935, etc. The government and the central bank of a country formulate monetary policies to control the supply of money in the economy, regulates rates of interest and credits to achieve economic growth and stability. In the past few years, the growth-inflation trade-off and the successive role of monetary policy in India has provoked lengthened debates among Indian policymakers and academics (Mohanty, 2013), as high inflation and low growth have coexisted. This is contrary to predictable economic theory, which suggests that low inflation helps accelerate the real growth of the economy by stimulating overall consumption and investment. It is also important to note that high growth directs to high inflation, following the Phillips curve (Phillips, 1958), which shows a short-term positive relationship between growth and inflation (i.e., high growth in the short run gives rise to inflationary pressures). As a result, there has been a broad compromise among economic thinkers that monetary policy should have the single objective of low and stable inflation, so that by fastening inflation expectations in the desired way, monetary policy can generate an environment conducive to growth (Rajan & Prasad, 2008). However, in the recent past it has been observed that the several attempts by the RBI to contain inflation through tight monetary policy have failed, and eventually ended up slowing the growth process. Thus, the persistently high inflation in India along with low growth has become a puzzle for the monetary authorities (Mohanty, 2013). Needless to say, this inflation inflicts a real cost on the economy as its major burden is borne by the poor, which eventually leads to distributional inequalities (Mohanty, 2013, 2014). Also, persistently high inflation beyond a particular threshold level could pose serious challenges to growth in the long run (Mohaddes & Raissi, 2014). Monetary policy decisions are based on different indicators that provide vital information on future inflation and output growth. In monetary policy the output gap can be used as one of the indicators of inflation. Therefore, the important task for policymakers is to study the link between output gap and inflation and thereby ensure the required changes in policy rates. The instruments to be used by the central bank of a country are dependent on the prevailing level of economic development. The instruments of monetary policy devised and applied by the central bank of a country may be classified into two broad categories, quantitative instruments and qualitative instruments that are widely available in the literature.

It is obvious that monetary policy plays vital role in achieving economic growth of a country. This writing is an attempt to highlight how the different types of instrument of monetary policy are really helpful technique to stabilize developing economy like India through controlling inflation and encouraging economic growth.




Literature Review

The extracts of the related studies are cited here. Starr (2005) studied the impacts of monetary policy in the four Commonwealth of Independent States (CIS) countries like Russia, Belarus, Ukraine, and Kazakhstan. Time-series data for the period from 1995 to 2003 were used for the study and the outcomes showed a little real effects of monetary policy in all the CIS countries except the considerable effect of interest rates on output in Russia. Berument and Dincer (2008) examined the results of monetary policy for Turkey for the period of 1986–2000. They used structural vector autoregressive (VAR) (SVAR) technique and found that a tight monetary policy has a temporary effect on output, causing output to decline for three months in a statistically significant fashion. Amarasekara (2009) analyzed monthly data of developing economy of Sri Lanka from 1978 to 2005 to estimate the effects of monetary policy on economic growth and inflation. Outcomes from recursive VAR and semi-structural VAR were consistent and they depicted a negative significant impact of interest rate on growth. Positive innovations reduced gross domestic product (GDP) growth. However, when policy indicators like, money growth and exchange rate are used the impact on the growth of GDP contrasts the established findings. Nouri and Samimi (2011) studied the impact of money supply on economic growth of Iran using ordinary least square method. It revealed the significant positive relationship between the money supply and economic growth. Jawaid et al. (2011) studied the annual time-series data of Pakistan for the period from 1981 to 2009 to find out the effect of monetary, fiscal, and trade policy on economic growth. Using co-integration and error correction method (ECM) they found that there is a positive and significant long-run and short-run relationship between money supply and economic growth. Hameed and Amen (2011) examined the effect of monetary policy on GDP in Pakistan considering relevant data for the period from 1980 to 2009. Regression analysis and autocorrelation used to analyze the data revealed significant impact of money supply, interest rate, and inflation on growth of GDP in Pakistan. Onyeiwu (2012) surveyed the relationship between monetary policy and economic growth in Nigeria for the period 1981–2008 and pointed out that money supply helped to raise GDP and balance of payments but failed to control inflation. Fasanya et al. (2013) used the ECM on time-series data of Nigeria from the year 1975 to 2010 to find out the impact of monetary policy on economic growth. The study showed a long-run relationship exists between the variables. Havi and Enu (2014) observed the impact of monetary policy and fiscal policy on economic growth in Ghana. The study covered the period of 1980–2012. The ordinary least squares method showed a positive significant effect of money supply on economic growth of Ghana. Chipote and Makhetha Kosi (2014) studied the effectiveness of monetary policy in promoting economic growth of the South African Economy. The study revealed that the long-term relation existed between the variables and the supply of money, repo rate, and exchange rate are insignificant that steer economic growth, while inflation is insignificant. Romer and Romer (1990), while explaining monetary policy transmission, point out the role of credit market imperfections in macroeconomic fluctuation and the transmission of monetary policy to aggregate demand. They find that the impact of monetary policy on interest rates occurs largely through the liabilities side (transaction balances) rather than the assets side (lending) of banks’ balance sheets. Bernanke and Gertler (1995) highlight the importance of the credit channel in the monetary transmission process. They call the monetary transmission process a “black box” because there are different channels of monetary transmission operating simultaneously, making it difficult to separate pin down the impact of each channel. D’Arista (2009) focuses on the 2008 financial crisis and the failure of monetary policy to handle the crisis. The study recommends a new asset-based reserve management system to rebuild the transmission mechanism of monetary policy, thereby making it a more effective economic weapon. Khundrakpam and Jain (2012) estimate the impact of monetary policy on inflation and GDP growth in India by using the SVAR model for the period 1996–1997:Q1 to 2011:Q1. The study illustrates that a positive shock to the policy rate leads to a slowdown in credit growth with a lag of two quarters, which eventually has a negative impact on GDP growth and inflation. Kapur and Behera (2012) analyze the impact of monetary policy on output and inflation in India during the period 1996:Q1 to 2011:Q4. They find a significant impact of monetary policy on output and inflation, but a modest impact on inflation.




Objective of the Study

The objective of the present study is to investigate the long run and short run linkages between “broad money supply and GDP,” “GDP and inflation rate,” and “money supply and inflation rate” for Indian economy.




Data Source

The annual time-series data were collected from secondary source from 1991 to 2015. The data were collected principally from annual reports of Central Bank of India (RBI), statistical bulletin, and World Bank Group statistical reports.




Methodology

Since there are 25-year points in the study for all the three series, there may have stochastic trends, hence, it is required to test for stationarity of the series. We have tested for the null hypothesis of the existence of unit roots by Augmented Dickey Fuller (ADF) (1979) and Phillips–Perron (PP) (1988) techniques; the first one is parametric and the second one is non-parametric. The ADF test is based on the assumptions that the error term is serially independent and has a constant variance. The PP test is a generalized version of the ADF test technique which allows less restrictive assumptions about the distributions of the error terms. For a data set (xt, t = 1, 2, …, T), where t denotes time, let us consider the following linear regression set up for unit root test for two versions of the ADF(p) regression, viz.,
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for the without time trend case and

[image: image]

for the with time trend case.

If β = 0 (or ρ = 1) is rejected by the ADF statistic then it is said that the series is stationary. If this property holds for the series of GDP, money supply (MS), and inflation rate (Inf), then regression of one variable on the other can be run without the chances of getting spurious results. If not, it is required to test whether the series are integrated of order one (I(1)) or they are first differenced stationary. If it is obtained that both the series are I(1), or non-stationary at levels, and their estimated error is stationary then it is said that both the series are cointegrated and they are in long run or equilibrium relations. There are two ways of testing cointegration between the variables, one is Engle–Granger method and the other is Johansen method. We have investigated the existence of long-run equilibrium relation in pairwise relations in line with Engle and Granger (1987) cointegration method and short-run dynamics by ECM and Granger causality (1969) analysis.


Granger Causality Test

For a bivariate non-stationary model with both I(1) property Granger causality test is done by estimating equations (3 and 4) in the first differenced forms of the variables including the error correction terms for y on x and x on y (Granger, 1969). The model is:
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where Δ denotes the first difference operator; Ll,m, l, m = 1, 2, 3 denotes the number of lagged values of Δy and Δx. The parameters ηyx and ηxy in the equations are called the adjustment parameters which are required to be negative and significant to justify the significant error correction feature. ECYt−1 and ECXt−1 represent the error correction terms obtained from residuals of the regressions of y on x and x on y, respectively. The nature or direction of Granger causality is determined by the values of the F statistics under the following decisions:


	If β1j = 0, for all j and ηyx = 0, x Granger causes y.


	If α2j= 0 for all j and ηxy = 0, y Granger causes x.


	If (1) holds but (2) does not, Granger causality may be said to be unidirectional from y to x.


	Conversely, if (1) does not hold but (2) does, Granger causality may be said to be unidirectional from x to y.


	If both (1) and (2) do not hold, Granger causality between x and y is said to be bi-directional or feedback.


	If both (1) and (2) holds, there is no Granger causality between x and y.









Changing Role of Bank Rate During 1991–2015 in India

Movements in the one of the main monetary instruments that is bank rate in percentage value is shown in Table 1. It exhibits the rate of changes in the bank rate and its effect on Indian economy from 1991–2015, that is, after post-reform period.




Results and Discussion

Let’s have a primary look on the series of the three variables. We have plotted the logarithmic values of all of them in Fig. 1 which shows that GDP and MS series are upward sloping over time but the trend for inflation is moderately declining.

Estimating equation (1 or 2) we get the results of whether all the three series in log transformed form and level forms are stationary. The results have been given in Table 2. It is observed that all the variables are not stationary at level form or log transformed forms but they are stationary at second differences unambiguously. The LogGDP and LogInf series are stationary at their first differences.

Table 1:    Movements in Bank Rate During 1991–2015.
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Source: RBI Publications (various years).
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Fig. 1:    Trends of Log Values of GDP, Money Supply, and Inflation Rate. Source: Sketched by the Author.

Since all the three series are second differenced stationary we could not run cointegration tests in all the three pairs of variables. Only the pair for LogGDP and LogInf are integrated of order 1 and so, we have run cointegration test for them but the results show no sign of cointegration. Hence there are no long-run equilibrium relationships in all three pairs of the variables. Therefore, we attempted the short run interplays between the two variables by pairwise Granger causality tests in second differenced series for all and for the series of LogGDP and LogInf in first differenced forms. The results are presented in Table 3.

Table 2:    Unit Roots Test Results.
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Source: Computed by the author using Eviews 7.

Results show that only the second difference of GDP is the cause of the second difference of money supply which means change of growth rate of GDP has influence upon the change of growth rate of inflation in a three-year period lag. No causal relations are observed in all the remaining pairs. Hence, we conclude that only GDP leads to change in the inflation rate in Indian economy for the period 1991–1992 to 2015–2016. Frequent changes in money supply instruments like CRR, bank rate, etc., could not influence either GDP or inflation rate.

Table 3:    Granger Causality Test Results.

[image: image]

Source: Computed by the author using Eviews 7.




Conclusion and Recommendations

The present study was an attempt to investigate long-run and short-run linkages in the pairs of three variables, namely GDP, money supply, and inflation rates. Using appropriate time series econometric techniques the study reveals that all the series are stationary at their second differences, and so there is no long run cointegrating relations among them. Further, the Granger causality results show that the change of growth rate of GDP has influence upon the change of growth rate of inflation in a three-year period lag. No causal relations are observed in all the remaining pairs. Hence, we conclude that only GDP leads to change in the inflation rate in Indian economy for the period 1991–1992 to 2015–2016. Frequent changes in money supply instruments like CRR, bank rate, etc., could not influence either GDP or inflation rate.

It is, therefore, suggested that monetary policy measures should be well coordinated so that the desired behavioral changes in the real sector will be achieved. Policies adopted should be limited to the absorptive capacity of the economy. This will create jobs, promote export, and revive industries that are currently far below installed capacity. More so, adequate and result oriented instrument should be injected in the policies adopted at any given time. Finally, government should direct effort toward improving the level of development of both the money and capital market. This is because a well-developed money and capital market with wide range of both short- and long-term finance are necessary for efficiency of the monetary system.
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Chapter 20

Global Liquidity – A Review of Concepts, Measurement, and Effect on Asset Prices: An Empirical Analysis of the Impact on the Indian Stock Market

Suchismita Bose and Somnath Chattopadhyay


Overview

Global liquidity has become a focus of international policy debates in recent years, as global liquidity and its drivers have been recognized to be of key importance for international financial stability. Global liquidity is of major significance in both the phases of economic activity, that is, when vulnerabilities are built-up and when any resulting financial imbalances unwind. With increasing integration, global financial conditions have a growing impact on domestic economic conditions in each country, by affecting international capital flows and the dynamics of credit, financial assets, and property prices simultaneously in several economies. As witnessed recently, global liquidity contributed to the build-up of financial system vulnerabilities in the form of large mismatches across currencies, maturities, and countries prior to the financial crisis of 2007–2008. Shortages of global liquidity in turn have severe implications for economic growth and macroeconomic stability, as experienced in 2008–2009. Further, policy responses to the possibility of shortages, such as the accumulation of precautionary reserves, affect capital flow patterns, exchange rates, and financial markets.

After the onset of the global financial crisis of 2008–2009, central bankers continued to provide ample liquidity to their ailing economies through various forms of monetary easing; although the target of these actions has been domestic, their effects are felt worldwide as global investors use part of the additional liquidity to invest abroad, leading to massive capital flows to emerging market economies. Studies on the effects of global liquidity on cross-country macroeconomic and financial market developments have mostly taken into account liquidity created through the monetary policy actions of influential central banks like those of the G4, G5, or G7 countries.1 However, in a world with high international capital mobility and a well-developed financial system, private sources of liquidity have come to quantitatively dominate public ones and interact with them in various ways.

India, like most emerging markets, is a recipient of significant foreign investment flows. While foreign direct investments are known to be more stable in nature, the movements of foreign portfolio investment flows to and from the Indian market are always subject to international liquidity conditions among other factors. Foreign investors have been allowed to invest in the domestic financial market in 1992; since then the regulatory framework in this regard has been substantially refined leading to a manifold increase in the number of participants and the volume of flows.2 However, this brings with it the usual source of uncertainty and volatility beyond the direct control of India’s policymakers. Given empirical evidence on global liquidity impacting asset prices in several countries, part of this study is devoted to an analysis of the possible effects of global liquidity on Indian equity prices. This study thus adds to the existing literature by looking at the effect of global liquidity on Indian stock prices/returns encompassing both the pre- and post-crisis periods.




Global Liquidity Concepts, Measurement, and Effects

Even with increased attention to global liquidity in recent years, it is accepted that a precise definition of the term is still not in place, mainly because of the complexity of the concept and varying implications related to it. The concept of global liquidity has mostly been used to refer to monetary liquidity or the stance of monetary policy in major currency areas; in this view, global liquidity is a major determinant of commodity price inflation and macroeconomic stability in general. More recently, policymakers and academics alike have put greater emphasis on the financial stability implications of global liquidity.

The Committee on the Global Financial System (CGFS), hosted by the Bank for International Settlements (BIS), was set up to investigate the measurement, drivers, and policy implications of global liquidity. According to the CGFS (2011) liquidity is a multifaceted concept and, if anything, “ease of financing” (or perceptions thereof) appears to be the common element. Global liquidity conditions are taken to be the result of interactions among three major categories of drivers (CGFS, 2011): (i) macroeconomic factors, including economic growth, the stance of monetary policy, exchange rate regime choice, capital account policies, and the way they affect global imbalances; (ii) other public sector policies, including financial regulation; and (iii) financial factors that guide the behavior of financial market participants and intermediaries, such as financial innovation and risk appetite. Macroeconomic factors influence global liquidity through actual funding costs, return expectations, and market participants’ perceptions of economic risks for individual economies and the global economy. Macroeconomic policies have a major influence on both the supply of and demand for global liquidity. From the perspective of financial stability, global liquidity is deemed to be the outcome of the interaction between risk and liquidity, between private and official liquidity, and between domestic and international liquidity.

Global private liquidity cannot be approached or understood by considering domestic liquidity concepts only as domestic liquidity can spill over to global markets; and, conversely, domestic liquidity conditions can be influenced by global developments. Global private liquidity is closely linked to the dynamics of gross international capital flows, cross-border banking, or portfolio movements; these gross flows help determine the balance sheet size of financial intermediaries and can contribute to potential balance sheet mismatches and systemic risks. There are a few important distinctions between domestic and global liquidity that make global liquidity a more potent threat to financial stability (Landau, 2013). A function of any financial system is to provide maturity (and risk) transformation. Financial intermediaries create private liquidity by issuing safe and redeemable liabilities against long term and risky assets. Cross-border liquidity and maturity transformation involves more complexity and creates more fragilities than a domestic one as it often implies currency transformation.

Again there may be a positive interaction between official and private global liquidity through the reinvestment of foreign exchange reserves.3 Easy monetary and financial conditions in major funding currencies can trigger cross-border capital flows and subsequent foreign exchange reserve accumulation in recipient countries. In turn, the reinvestment of these reserves in issuing countries’ liquid assets further contributes to easing financial conditions, causing additional capital outflows, and reserve accumulation.

In analyzing the recent trends in global liquidity and its effects on financial stability, studies cover both the phases in global liquidity trends during the pre- and post-crisis period. The literature provides evidence that global liquidity was a driving factor behind the imbalances built up in the pre-crisis period, with push factors affecting capital flows rather than the fundamentals or requirements of the recipient economies. Strong positive links between G4 liquidity expansion and asset prices, including equities, in the liquidity receiving economies have been found, using alternative measures of global liquidity and panel specifications (with 41 economies, of which 37 are liquidity-receiving economies, mostly emerging markets; Psalida & Sun, 2012). There seems to be a lagged effect of money growth, measured by global money supply aggregates, on world stock returns, as measured by the MSCI World or MSCI Emerging Markets Index, though there is no immediate effect (Becker, 2009). Again, the impact of liquidity may not be symmetric between boom and bust phases of the business cycle (Darius & Radde, 2010). Especially in periods of global crisis, one could expect a non-significant, even a negative rather than a positive relationship between liquidity and asset prices. In the same vein, findings based on data on monetary bases (i.e., M0 for a large sample of 49 advanced and emerging market countries, over a period from the third quarter of 1993 to the third quarter of 2011), supports the finding that excess of global liquidity contributes to the increase in equity prices. However, this relation is found to be non-linear; the relationship between global excess liquidity and emerging equity prices is strong during low risk aversion periods, but disappears during periods of financial stress (Brana & Prat, 2013).

While results from studies on the effect of global monetary aggregates on equity prices are somewhat diverse, credit aggregates have definitely been found to act as early warning indicators (EWIs) of global asset price cycles. Using data for 18 OECD countries between 1970 and 2007, tests reveal that over the average of all countries, measures of excess global M1,4 and global private credit are the best EWIs (Alessi & Detken, 2009). Further, in trying to determine whether the wave of asset price booms in 2005–2007 could have been predicted to be followed by a serious economic downturn, it is found that with excess global private credit as a predictor, the optimal threshold was breached in seven quarters, thus showing a clear and persistent warning signal. The search for the best EWI showed that the measure for excess G5 real narrow money performed best for booms in house prices, while excess global real private credit growth performed best for booms in equity prices, either when aggregated over G5 or over a broader sample of countries (Bierut, 2013).

Studies on the impact of global liquidity on asset prices, together with those on the role of global liquidity as EWIs, thus provide ample evidence of the effects of global liquidity on various asset classes. However, the results relating to the impact on equity prices in particular are rather mixed; while several studies find very weak or no effect of global monetary aggregates on equity prices, there are other studies which show a much stronger impact. This can, at least partly, be explained by another key empirical finding, which is the possible asymmetrical and lagged impact of global liquidity on equity prices.5




Global Liquidity and the Indian Stock Market


Data

Since the aim here is to look at global liquidity from the point of view of its impact on asset prices, particularly equity prices, and financial stability, data on global, as well as US, cross-border credit, provided by the BIS, is used as a prime indicator of global liquidity. More specifically four series of BIS data are used, namely build up or stock of global cross-border credit; flow of global cross-border credit; build up or stock of US cross-border credit; and flow of US cross-border credit. The closing values or end-of-day prices of the benchmark BSE Sensex are taken as the indicator for Indian stock price movements. To implement the analyses, data with mixed frequency needed to be converted to the same frequency. The higher frequency monthly average closing prices of BSE Sensex are converted to quarterly frequency by averaging, to correspond to quarterly data on cross-border flows available with BIS. The quarterly sample ranges from the first quarter of 2001 to the first quarter of 2013.

Global liquidity stock, as measured by the stock of cross-border credit and the BSE Sensex is depicted in Figures A1 and A2, while Figures B1, B2, C1, and C2 show the time trends of BSE Sensex and growth (year-on-year percentage change) in global cross-border credit and US cross-border credit, respectively. From the figures, one can identify the effects of global liquidity on the Indian stock prices during both the build-up to the crisis and the resurgence of post-crisis liquidity and capital flows. It is evident that there is a degree of co-movement between the chosen indicators of global and US liquidity and the BSE Sensex; this co-movement has become particularly prominent in the crisis and post-crisis period. In fact, the correlation coefficients for global liquidity and BSE Sensex in the pre- and post-crisis period move from 0.65 (2001:Q1–2008:Q1) to 0.75 (2008:Q2–2015:Q1). As is quite evident from Figures C1 and C2, the correlation coefficient for US liquidity and the BSE Sensex is rather low at 0.22 in the pre-crisis period (2001:Q1–2008:Q1), while it is very high at 0.89 in the post-crisis period (2008:Q2–2015:Q1).




Methodology

To examine if there is an impact of global liquidity expansion on Indian stock markets, analyses based on (vector autoregression) VAR techniques are conducted. VAR is a multivariate generalization of the univariate autoregressive (AR) model. It is a stochastic process designed to capture the interdependencies among multiple time series where an equation is included for each variable explaining its evolution on the basis of its own past values and the past values of all the other variables in the model. The VAR models are specifically designed to take into account economic and financial variables that may be interdependent.6

Assuming Yt = (y1t, y2t, ...., ynt)′ to be a (n × 1) vector of time series variables, the basic p – lag Vector Autoregressive Model, VAR(p) may be written as:

Yt = A + B1Yt–1 + B1Yt–2 + … + Yt–p + εt

Here A is a (n × 1) vector of intercepts; Bi (i = 1,2,....,p) are (n × 1) coefficient matrices; and εt is a (n × 1) vector of unobservable i.i.d. Zero mean error term (white noise) with time invariant covariance matrix.

A bivariate VAR(2) model is set up in the present context and estimated as follows:
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Here cov(ε1t,ε2t) = σ12 for t=s; 0 otherwise.

As a pre-requisite to constructing the VAR, it is necessary to determine whether the variables are stationary. The critical values of the Augmented Dickey Fuller test are linearly interpolated from the table of values that appears in (Fuller, 1996), and the MacKinnon approximate p-values use the regression surface published by MacKinnon (1994). It is also necessary to choose the lag-order which yields the best results. Selection tests include the final prediction error, Akaike’s information criterion (AIC), Schwarz’s Bayesian information criterion, and the Hannan and Quinn information criterion. Both the likelihood ratio test and the AIC recommend 2 and 4 lags, we use up to 5 lags through the rest of our VAR analysis.

Tests for Granger causality between the liquidity indicators and the BSE Sensex are carried out within the VAR framework to formally determine whether global liquidity could be said to be driving the Indian stock markets. For each equation and each endogenous variable that is not the dependent variable in that equation, Wald tests show whether the coefficients on all the lags of an endogenous variable are jointly zero. For each equation in a VAR, one can test the hypotheses that each of the other endogenous variables does not Granger-cause the dependent variable in that equation.

Separate VARs are estimated with global cross-border credit, US cross-border credit, and the stock of global credit. The bivariate VAR models are used to examine whether: (i) the Indian stock market indicator, the BSE Sensex, is closely related to the build-up of and changes in global cross-border credit; (ii) the relationship between the BSE Sensex and measures of global, and particularly US, liquidity expansion have changed significantly after the recent global financial crisis; (iii) global liquidity has both contemporaneous and lagged effects on the Indian stock market; and (iv) the BSE Sensex is Granger caused by global and US cross-border credit.






Results

A summary of the important findings are presented in Table 1. We put forward the results from the models with 4 lags as they are the best according to the AIC. The results of VAR models with global and US liquidity indicate that the Indian stock market movements may not be totally independent of changes in global liquidity, as proxied by global and US cross-border credit expansion. Within the VAR framework, apart from its own lags, lagged values of both global and US liquidity partially explain BSE movements (at the 10% and 5% levels of significance, respectively).7 Similarly for the stock of global liquidity the second and third lags are found to consistently explain the Sensex at 5% level of significance.

Table 1:    Effect of Global Liquidity on BSE Sensex.
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Source: BSE, India.

Again, though there is no evidence of global liquidity Granger causing BSE Sensex, US liquidity is found to be Granger causing the BSE Sensex, at a 5% level of significance. The results also show that the build-up of global liquidity, as measured by the stock of global cross-border credit, impacts the Indian stock market indicator, namely the BSE Sensex at 10% level of significance.

The results from the VAR and causality tests may be summarized as follows: (i) the Indian stock market indicator, the BSE Sensex is closely related to the build-up of and changes in global cross-border credit; (ii) the relationship between the BSE Sensex and measures of global, and particularly US liquidity expansion seem to have strengthened significantly after the recent global financial crisis; (iii) global liquidity has both contemporaneous and lagged effects on the Indian stock market; and (iv) the BSE Sensex is Granger caused by US cross-border credit.




Summary and Concluding Observations

Global liquidity, it has increasingly been recognized, should be understood as the overall ease of financing in the international financial system. This overall ease of financing (or perceptions thereof) again depends on the actions of both the monetary authority and private investors and financial institutions. A key determinant of the funding conditions for the broader international economy is the behavior of the financial sector, and its willingness to provide cross-border and/or foreign currency financing. Global liquidity as seen from a financial stability perspective is thus based on international financial flows (e.g., cross-border credit provision and foreign currency lending), which are determined by choices made in both source and recipient economies and by the official as well as private sectors.8 Thus, global cross-border credit has come up as an important indicator or measure of global liquidity. Specifically, credit is seen as reflecting the outcome of the interaction of funding and market liquidity, which respectively refer to the availability of liquidity in funding markets and the ease of transforming assets into liquidity through asset sales on financial markets. At the same time, credit is also perceived to capture the interaction of public and private liquidity, where the former is the liquidity created by central banks through the various tools for providing funding to financial institutions while the latter refers to the liquidity created by financial institutions through credit creation.

While a surge in global liquidity was found to be behind much of the imbalances built up in the pre-crisis years, the extremely accommodative monetary policies in the major advanced countries have caused renewed surge in global liquidity in the post-crisis period. Both the Federal Reserve and the ECB have seen remarkable expansions of their balance sheets since September 2008. Moreover, the resulting large interest rate differentials have encouraged capital flows into emerging economies with higher risk-adjusted rates of return. Capital flows to emerging countries were further reinforced by rather bleak growth prospects in advanced countries due also to their structural rebalancing programs. The rapid increase in global liquidity and the large-scale net capital flows to emerging countries have raised serious concerns in the recipient countries, about adverse effects; these include exchange rate appreciation pressures, inflationary pressure on consumer and asset prices, and most importantly the risks to financial stability with any changes in risk perceptions and consequent reversals of flows.

One important reason for the focus on global liquidity is its impact on asset prices around the world, and particularly in emerging economies, an impact which may be beyond the control of domestic authorities and may render domestic policies partially ineffective. Empirical studies on the effect of global liquidity on asset prices find mixed results, particularly when equity prices are concerned; most of these studies take some aggregate monetary measures as indicators of global liquidity. However, studies using cross-border credit as an alternative measure of global liquidity show that credit aggregates perform better as explanatory variables for stock price movements and as EWIs of costly asset price boom–bust cycles. Focusing on this relatively newer concept of global liquidity, which goes beyond liquidity, provided by central banks, the impact of the surge in global liquidity on the Indian stock market has been gauged here. Though the results do not indicate any overwhelming evidence of global liquidity, measured by global cross-border credit, driving Indian stock markets, it is found that the Indian stock price index is closely related to the build-up of and changes in global cross-border credit. It is also evident that global liquidity has both contemporaneous and lagged effects on the Indian stock market, the BSE Sensex is also driven (Granger caused) by US liquidity as indicated by US cross-border credit, and more importantly that the relationship of the Indian stock price barometer and measures of global, and particularly US liquidity expansion seem to have strengthened significantly after the 2007–2008 global financial crisis.

There remains a need to look at the effect of a few more indicators simultaneously and the transmission mechanisms, such as foreign portfolio flows, to further determine the exact nature of the relationship between global liquidity and the Indian stock market, particularly to understand the dynamics in the post-crisis period, when the links seem to have strengthened significantly. The results have the obvious implications for the inevitable winding up of the easy money policy of advanced country central banks, particularly the US tapering, which as this analysis suggests could have both immediate and lagged debilitating effects on the Indian stock markets. Further, the results do indicate that Indian policymakers cannot entirely ignore global liquidity or credit expansion or compression thereof, while taking policy decisions.
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Figure A1:    Trends in Stock of Global Cross-Border Credit (USD trillion) and the BSE Sensex. Source: BIS and BSE, India.
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Figure A2:    Trends in Stock of Global Credit (USD Trillion) and the BSE Sensex. Source: BIS and BSE, India.
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Figure B1:    Trends in Growth of Global Cross-border Credit (Year-on-Year, %) and the BSE Sensex. Source: BIS and BSE, India.
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Figure B2:    Trends in Growth of Global Cross-border Credit and BSE Returns (Year-on-Year, %). Source: BIS and BSE, India.
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Figure C1:    Trends in Growth of US Cross-border Credit (Year-on-Year, %) and the BSE Sensex. Source: BIS and BSE, India.
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Figure C2:    Trends in Growth of US Cross-border Credit (Year-on-Year, %) and BSE Returns. Source: BIS and BSE, India.





 

1 Japan, the Euro area, UK, and the US constitute the G4. The G5 economies include the US, Euro Area, Japan, the UK, and Canada. The US, UK, France, Germany, Italy, Canada, and Japan constitute the G7.

2 See for example Bose and Coondoo (2004).

3 See for example Kobayashi and Yoshino (2011).

4 The ECB has defined narrow money (M1) as comprising currency, that is, banknotes and coins, and overnight deposits that can immediately be converted into currency or used for cashless payments.

5 The results could also differ because of differences in sample periods and methodology; studies at a more disaggregated level, like those using panel analysis, seem to find a stronger effect.

6 Unlike a simultaneous equation modeling set-up (SEM) which is structural in nature, information required in specifying a VAR model is minimal. Forecasts made from VAR model are quite flexible and often superior in nature compared to the corresponding AR or SEM modeling.

7 The VAR model has been estimated with several different lag structures. The results are robust, except for the VAR with 2 lags of the variables, where the relationship is not very clear for global liquidity changes.

8 This private liquidity is mostly procyclical, driven by changes in a variety of factors, including growth rates, growth differentials, monetary policies, regulatory frameworks, and, above all, investors’ attitude toward risk. Furthermore, structural developments that help shape the way international banks operate, such as financial innovation and integration, also play a role.
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Chapter 21

Role of the Monetary Policy in India During the Pre- and Post-Global Crisis Era

Rajib Bhattacharyya


Introduction

Though the global economic slowdown (2008–2009) had its epicenter in the US, it had a strong adverse impact on both growth and employment opportunities in developed as well as developing world. After the collapse of the Bretton Woods Order, finance capital was increasingly operating under freely floating exchange rate. In developed capitalist world, all restrictions on movement of capital were gradually withdrawn. With full capital account convertibility of international currencies, there was a perceptible change in the functioning of the financial institutions. The recent economic crisis is widely viewed as a glaring example of limitless pursuit of deregulation of financial markets and failure of global corporate governance at the expense of caution, prudence, due diligence, and regulation. More fundamentally, however, the cause of the crisis could be identified as the persistence of large global imbalances, which may be traced back to the long periods of excessively loose monetary policy in the major advanced economies during the early part of this decade (Mohan, 2007; Taylor, 2009). The reflection of global imbalances was manifested through a steep rise in the current account deficit situation of the US on the one hand and by the substantial increase in surplus in Asia, particularly in China, and in oil exporting countries in the Middle East and Russia on the other (Lane, 2009). Monetary policy was eased aggressively in the US and other advanced economies following the dot com bubble burst in the US around the turn of the decade. Empirically, the US monetary policy also indicates that the actual policy was substantially looser than what a simple Taylor rule would have required during 2002–2004. As Taylor argues (Mohan, 2007; Taylor, 2009) the boost in the US consumption and investment was the consequence of the excessively loose monetary policy in the post dot com period. The further impetus to consumption and investment through wealth effects was realized through low nominal and real interest rates, which boosted asset prices and this resulted in a boom in the housing and real estate market. The excessive increase in domestic demand of the US was fulfilled by China and other emerging Asian economies, leading to growing surpluses in these countries.

Due to strict supervision and strong governance the Indian monetary system had exhibited considerable resilience to the global financial crisis (GFC) (2008) as tight provisioning norms has kept the credit quality high in Indian banks and financial system had only negligible direct exposure to the type of toxic assets that have contaminated the Western countries’ banking system. Due to the strong measures adopted by the RBI domestic banks have not recorded losses so far and there has been no need for any government bailout. The key factor that was responsible for the success was reflected in a full, but gradual opening up of the current account. A more calibrated approach toward the opening up of the capital account and the financial sector.




Literature Survey

Mohan (2008) in the IMF-FSF High-Level Meeting, Washington, DC, remarked that the turmoil in the international financial markets of advanced economies that started around mid-2007 has exacerbated substantially since August 2008. The financial market crisis has led to the collapse of major financial institutions and is now beginning to impact the real economy in the advanced economies of Asia and, in particular, India. Mohan (2009) in his comments in London Business School opines in detail about the causes and impact of the global crisis. He also specified the policy response of the RBI and the lessons learnt there in. Aizenman and Glick (2008) investigates the changing pattern and efficacy of sterilization within emerging market countries as they liberalize markets and integrate with the world economy. Behera, Pattanaik, and Kavediya (2015) suggests the constant natural interest rate assumption implicit in Taylor type feedback rules to assess the stance of monetary policy could be misleading at times, particularly because of the time-varying nature of the natural interest rate. They found that India’s natural real interest rate in Q4 of 2014–2015 lied in a range of 0.6–3.1%, even though core estimates point to a narrower range of 1.6–1.8%. Patel (2017) as RBI Governor, in 32nd Annual G30 International Banking Seminar, raised the issue of financial regulation and economic policies for avoiding the next crisis. Mohan and Ray (2017) trace the story of Indian financial sector over the period 1950–2015. In identifying the trends and turns of Indian financial sector, the study adopts a three-period classification, viz., (a) the 1950s and 1960s which exhibited some elements of instability; (b) the 1970s and 1980s that experienced the process of financial development across the country; and (c) the period since the 1990s till date, that has been characterized by gradual and calibrated financial deepening and liberalization. Goyal (2011) discussed the history of monetary policy in India since liberalization and their detailed characteristics by phases. Mohan and Ray (2018) provide a narrative overview of Indian monetary policy since the North Atlantic Financial Crisis in the mid-2008 till the current period. They discussed in detail the Monetary Policy Framework Agreement (MPFA) that was signed between the Government of India and the Reserve Bank of India (RBI) on February 20, 2015, which formally adopted flexible inflation targeting (IT) in India.




Objective of the Study and Methodology

The present study aims to examine the major monetary policy changes (in terms of objectives and instruments) that have taken place since liberalization and attempts to compare the post-crisis era to the pre-crisis one five different phases are discussed. It also tries to identify the major challenges confronting the policymakers in India in recent times. Finally, an effort has been made to empirically assess the effect of monetary policy on the Indian banking system using secondary time series data available from RBI Database on Indian Economy for the period 1993–2017. The dependent variable is chosen to be the liability-asset ratio (LAR) and the independent variables are CRR, the credit–deposit ratio of scheduled commercial banks (CDRCBs) and the NPA. It is expected that an increase in CRR and NPA will have a positive impact on LAR and increase in CDRSCBs will have a negative impact. The signs of the coefficients obtained in the estimated equation are in line with the expectations.




Various Phases of Monetary Policy and Targets Around GFC

From the beginning RBI was committed to development. In the context of large planned expenditure it was natural to emphasize credit and its allocation to productive uses. But ensuring credit availability for the government and priority sectors, while meeting aggregate targets, meant restricting credit to other sectors. In the beginning interest rates were market determined, but market allocation was discounted in favor of rationing quantities. Apart from general credit guidelines to direct bank credit to priority sectors; selective credit controls were used. But at the same time banks were forced to finance the large credit needs of the government food procurement and distribution system.

Monetary policy in the new millennium in India was mainly governed by liquidity adjustment facility (LAF) which was introduced in 2000. It is basically a monetary policy is signaled through periodic modification of policy interest rates. The RBI’s operating framework moved to the management of daily excess (or shortage of) liquidity in the money market: primarily through open market operations (OMO), outright or reverse repos/repos. This is a policy response resulting from a huge influx of capital inflows both due to push (satiation in advanced economies) and pull factors (India being among the fastest growing economies). To manage the sterilization needed to handle the liquidity impact of such inflows, a major monetary policy innovation in the Indian context was introduction of the market stabilization scheme (MSS) in early 2004. Under this scheme, “the government agreed to allow the RBI to issue treasury bills and dated securities under a new MSS where the proceeds of MSS bonds are held by the government in a separate identifiable cash account maintained and operated by the RBI. While variability of output growth has increased modestly during 2000–2007, India continues to experience stability in growth conditions along with some developed countries and EMEs that have adopted IT as a common feature.

With regard to large swings in capital flows and extreme volatility leading to freezing of money markets in major advanced economies, the Reserve Bank has been effectively able to manage domestic liquidity and monetary conditions consistent with its monetary policy stance. In view of the evolving environment of heightened uncertainty, volatility in global markets, and the dangers of potential spillovers to domestic equity and currency markets, liquidity management had continued to receive highest priority. This has been enabled by the appropriate use of a range of instruments available for liquidity management with the Reserve Bank such as the CRR and statutory liquidity ratio (SLR) stipulations and OMO including the MSS and the LAF.

As a consequence of a drastic cut in the US Fed Funds Rate in August 2007, there was a massive jump in net capital inflows into the country, amounting to almost 10% of gross domestic product (GDP) in 2007–2008. In spite of the monetary measures pursued by the RBI to sterilize the large liquidity impact, strong inflationary pressure developed particularly due to the fact that domestic consumption continued to play a significant role in demand generation in India and soaring of global commodity prices. Following the Lehman failure in September 2008, the external environment witnessed a classic sudden stop. After the unprecedented $108 billion net capital inflows in 2007–2008, they fell to just $9 billion during 2008–2009. Furthermore, there was a sell-off in domestic equity markets by foreign portfolio investors reflecting deleveraging in their home markets. This led to large capital outflows during September–October 2008, with concomitant pressures in the foreign exchange market necessitating substantial usage of foreign exchange reserves by the RBI, and a consequent squeeze on domestic rupee liquidity.

Monetary policy was tightened gradually from April 2010 to late 2013 to arrest the increasing inflationary pressure. As compared to relatively low inflation (and muted expectations) during the last 15 years or so, there was a tremendous escalation of both consumer price index (CPI) inflation and inflation expectations, reaching almost double digits between 2010 and 2013. This inflation process quickly became generalized as strong demand pressures along with rising input costs, through wages and raw-material prices, quickly transmitted to output prices of goods and services leading to sharp increases in underlying inflation (Fig. 1).

There was also a significant change in the external front as the RBI had to intervene actively in the foreign exchange market. Despite of an appreciation in both nominal and real exchange rates and corresponding widening trade and current account deficit until late 2011, there was no intervention in the foreign exchange market. There was also loosening of restrictions on foreign portfolio investment in the domestic government securities and corporate debt markets. With falling global interest rates, debt portfolio inflows amounted to between 1.5% and 2% of the GDP in 2012 and 2013. According to an index of macroeconomic stability, which was constructed as an average of the standardized indexes of CPI inflation, current account deficit (%of GDP), and fiscal deficit (% of GDP), India’s performance during this period was unsatisfactory because the growth momentum revived after the crisis but accompanied by high budget and current account deficits and high inflation (World Bank Group, 2018).
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Fig. 1:    Inflation Rates During 2007–2008 to 2013–2014. Source: Author’s Construction Based on RBI, Database on Indian Economy.

Since September 2013, when Mr Rajan took over as the Governor, the RBI’s monetary policy focused on a single agenda of IT. Quoting the preamble to the RBI Act, he was of the opinion that the primary role of the central bank is to maintain monetary stability to sustain confidence in the value of money and this can be best achieved by low and stable expectations of inflation.

Finally, on February 20, 2015, an agreement was signed between the Government of India and the RBI known as MPFA, which has formally allowed adoption of flexible IT in India. Subsequently, the RBI Act was amended on May 14, 2016 to give the key provisions in the MPFA a statutory basis. Accordingly, the central government, in consultation with the Reserve Bank, notified the IT of 4.0% (with 6.0% and 2.0% as the upper and lower tolerance levels, respectively) formally in August 2016. The performance on inflation control front has been impressive as actual CPI inflation has come down secularly and has been reasonably range bound within the norm of 4% ± 2%. However, expected inflation is still significantly higher than the IT (Fig. 2).
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Fig. 2:    Actual Inflation and Inflation Expectation (2013–2018). Source: RBI Database on Indian Economy.




Major Challenges to Monetary Policy in India in Recent Times

In recent times the monetary policy is facing three major challenges:


	Challenges to manage the issue of impossible trinity

Managing the issues arising from an open economy with capital mobility in the basic framework of a Mundell–Flemming Model, commonly referred to as problems of “impossible trinity.” India has liberalized the capital account gradually (while maintaining some capital account restrictions), practicing a managed but flexible (largely market-determined exchange rate with intervention designed mainly to dampen volatility), and at the same time implementing independent monetary policy. But before analyzing the issue in real practice one needs to focus on how the external account is managed by the RBI. Firstly, there has been improvement in the trade balance, partly due to the impact of falling petroleum prices which has been reflected in steady fall in the current account deficit. But there has been a steady decline in surplus in invisible account. Secondly, though the FPI has shown substantial volatility, but the FDI trend is relatively stable. The nominal exchange rate exhibited a depreciating trend till around mid-2016, but has been relatively stable since then, even appreciating mildly since January 2017. An appreciating real exchange rate is not desirable for Indian manufacturing, whose growth has deteriorated in recent years. RBI intervention in the foreign exchange market would have important implications for India’s macroeconomics and political economy.


	Management of non-performing loans (NPL) and stressed asset

Management of non-performing and stressed asset is the second major challenge for the policymakers. The Indian banking sector has experienced a sequential fall in the NPL of the total during the period 2003–2009 (i.e., predominantly the pre-crisis era). But things just reversed after the crisis and there has been continuous rise in NPL during the period 2009–2017 and it is expected to rise further in September 2018.


	Mitigating the problems of demonetization

One of the largest self-inflicted macroeconomic shocks on the Indian economy in the absence of a short-term crisis occurred when the government announced a major change in the economic environment by demonetizing the high value currency notes – of Rs 500 and Rs 1,000 denomination which ceased to be legal tender from the midnight of November 8, 2016. The reasons offered for demonetization are twofold: first, to control counterfeit notes that could be contributing to terrorism, in other words a national security concern; and second, to undermine or eliminate the “black economy.” It has also been a step forward toward a cashless economy. The concept of “less cash” toward which a society may proceed by gradually phasing out big notes, has been put forward recently by Rogoff (2016). In general, though Rogoff is in favor of the efforts to use less cash, but he was critical of India’s plan of remonetization through bigger denomination currency notes, replacing Rs 1,000 bills by Rs 2,000 bills.




Moreover, there were certain additional costs of demonetization:

(a) RBI’s profits went down from Rs 659 billion (0.5% of GDP) in 2015–2016 to Rs 307 billion (0.2% of GDP) during 2016–2017, consequently transfer from RBI to the central government came down by the same amount.

(b) Cost of printing notes went up to around Rs 80 billion in 2016–2017 from Rs 34 billion in 2015–2016.

(c) There was a substantial fall in interest income and net interest on LAF operations came down from Rs 5 billion in 2015–2016 to minus Rs 174 billion in 2016–2017.




Empirical Analysis

Finally an effort has been made to empirically assess the effect of monetary policy on the Indian banking system. For this secondary time series data has been used mainly from RBI Database on Indian Economy (RBI, Handbook of Statistics on Indian Economy, various issues) during the period 1993–2017. The bank’s assets are everything the bank owns plus everything others owe the bank. The bank’s liabilities are everything the bank owes to others. Here, we have used the LAR as the dependent variable. A decline in the LAR shows signs of improvement and its rise signifies a deterioration in the performance of the banks in general. The independent variables are CRR, the CDRCBs, and the NPA. It is expected that an increase in CRR and NPA will have a positive impact on LAR and increase in CDRSCBs will have a negative impact. The signs of the coefficients obtained in the estimated equation confirms the same.

Before starting any time series analysis the Augmented Dickey Fuller (ADF) unit root test is performed to check whether the series is stationary. The results of the ADF unit root tests are shown in Table A1. The results obtained from the ADF unit root test are utilized to estimate the equation. LAR, CRR, and CDRSCBs are all stationary at first difference but NPA is stationary at the second difference level.

The results of the regression analysis clearly reveal the expected signs and the explanatory variables explain 61% of the variation (Table B1).

Estimated Equation:

LAR = α0 + α1d(CRR) + α2d(CDRSCBs) + α3d(NPA(2))

The credit–deposit ratio indicates how much a bank lends out of the deposits it has mobilized. It shows how much of a bank’s core funds are being used for lending, the main banking activity. The ratio gives the first indication of the health of a bank. A very high ratio is considered alarming because, in addition to indicating pressure on resources, it may also hint at capital adequacy issues, forcing banks to raise more capital. Moreover, the balance sheet would also be unhealthy with asset-liability mismatches. At present, the credit–deposit ratio for the banking sector as a whole is 75%. In the case of Indian banks, a credit–deposit ratio of over 70% indicates pressure on resources as they have to set aside funds to maintain a CRR of 4.5% and a SLR of 23%. The negative sign of the coefficient showing the relation between LAR position of a commercial bank and its credit–deposit ratio implies the impact of an aggressive loan giving attitude on the asset quality, etc. Hence the increase in the credit–deposit ratio has a positive impact on asset-liability position of the banks in this model, but this may be devastating if it crosses a certain threshold limit. Moreover, the increase in the volume of NPA has become one of the fundamental problems in the deterioration of asset-liability position of the Indian banks has also been confirmed by this model.




Conclusion

There is no doubt that the global crisis (2008) has resulted in economic slowdown in major advanced economies of the world including India. But the reason why India was insulated to a large extent from the disastrous impact of the crisis was because of strict control, constant supervision, and good governance of the monetary measures pursued by the RBI to combat the destabilizing effect of the crisis. Just after the crisis, in spite of the monetary measures pursued by the RBI to sterilize the large liquidity impact, strong inflationary pressure was developed. The RBI reduced repo rate and CRR and also adopted unconventional measures like unwinding the MSS securities, creation of special purpose vehicle to provide liquidity support to non-banking financial companies, Forex market intervention, etc. But, since September 2013, when Mr Rajan took over as the Governor, the RBI’s monetary policy focused on a single agenda of IT. At present the RBI is confronted with three major challenges: (a) challenges to manage the issue of impossible trinity; (b) Management of NPL and stressed asset; and (c) mitigating the problems of demonetization. Moreover, the empirical analysis reveals that changes in CRR and NPA has a positive impact on LAR, whereas CDRSCBs has a negative influence. The credit–deposit ratio gives the first indication of the health of a bank. A very high ratio is considered alarming because, in addition to indicating pressure on resources, it may also hint at capital adequacy issues, forcing banks to raise more capital. Moreover, the balance sheet would also be unhealthy with asset-liability mismatches. Moreover, the increase in the volume of NPA has become one of the fundamental problems in the deterioration of asset-liability position of the Indian banks has also been confirmed by the present analysis.
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Appendix

Table A1:    Results of Unit Root Test (ADF).
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Source: Author’s own calculations.

Note: *, ** Denote significant at 1% and 5%, respectively.

Table B1:    Results of Estimated Equation.
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Source: Author’s own calculations.

Note: R-squared value = 0.615633; Durbin–Watson stat. = 1.546829.
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Chapter 22

Marginal Cost Based Lending Rate: A Study on the New Regime of Lending Rate Pattern of the Banking Operations in India

Dipayan Singha, Antara Bhattacharyya and Amit Majumdar


Introduction

One of the recent financial sector reforms introduced by the Reserve Bank of India (RBI) with effect from April 1, 2016 is nothing but the marginal cost of fund-based lending rate (MCLR). MCLR is referred as an internal benchmark rate at which the banks can lend to its customers. The rate is determined on the basis of incremental cost of procurement of an additional rupee to the prospective borrower. MCLR was introduced by RBI with effect from April 1, 2016. The RBI has asked banks to set at least five MCLR rates – overnight, one month, three months, six months, and one year. For any tenure more than one year, banks are independent to set rates for longer durations. MCLR may be considered a double edged sword as referred to the base rate system which was a single edge sword to harm customers as the banks were slowly adopting decreases in base rate and quickly transmitting high interest rate to the customer. The rates have to be reviewed on a monthly basis, but banks that don’t have the capacity to do monthly reviews on can do so quarterly till March 2017.




Review of Literature

The existing literature in the related area helps us to frame the objective of the present study. Amandeep (1993) attempted to examine the trends in profits and profitability on 20 nationalized commercial banks with the help of trend analysis, ratio analysis, and concentration indices of the selected parameters. The study concluded that banks profitability can significantly be enhanced by judicious management of the burden. Srinivasan (1995) studied the experience of public sector banks in priority sector lending during the period 1969–1989. The study highlighted the achievements of the banks in securing the desired allocation pattern of credit in different sectors and subsectors. The study revealed that there was a fall in spatial and sectoral imbalances in banking operations over a period of time.

Chaudhuri (2002) suggested that the public sector banks were facing triple jeopardy, losing market share, squeezing profitability, and weak balance sheets, which had buttressed them so far, is becoming open to question. It was concluded that the public sector banks in India are neither very strong nor very weak. In another study, Balasubramanian (2008) stated that the economic reforms totally had changed the banking sector RBI permitted new banks to be started in the private sector as per the recommendation of Narashiman committee. The main idea of this chapter is to make an evaluation of the financial performance of Indian private sector banks.

Uppal (2010) explained that Indian banking industry had undergone qualitative changes due to banking sector reforms and felt the need to examine the efficiency of banks operating in India and concluded that profitability and productivity were much higher in the case of new private sector banks and foreign banks as compared to Indian PSBs. Mishra and Montiel (2012) survey the evidence on the effectiveness of monetary transmission in developing countries. They conclude that, despite methodological issues present in the literature, monetary transmission appears to be weak in developing countries. Mishra, Montiel, Pedroni, and Spilimbergo (2014) find large variation in the response of bank lending rates to monetary policy shocks across countries, with weaker transmission in developing countries. Gokilamani and Natarajan (2014) studied that customers are opting to retail banking. Thus the banks need to focus on service quality to strengthen their competitive edge and to utilize their limited resources to the optimum level. Reserve Bank of India (2014) reported the need of transmission of monetary policy to cope up with dynamic economic environment. Derrik, B., Board A., Tohar, D., & White, P. (2017) emphasized on the impact of an extreme observation in a paired sample design and the advances in methodology and statistics that are required to conclude results from given data.




Objectives of the Study

The study is undertaken to represent the requirement of MCLR in respect to base rate and the applicability of the interest rate for better monetary transmission and transparency in operations to protect customers from exploitations.


	To review the evolution of MCLR.


	Measurement of MCLR considering both guidelines and banks perspectives for mutual benefit of the banks and customers.


	Representation of current trends in these rates and compatibility of the guidelines.


	Analyze the current trend and competition between the banks in respect to MCLR and their impact study on each other.







Methodology

To witness the significant difference between MCLR charged by different banks mean comparison paired t-test has been performed. MCLR charged by different banks may be varied by the variation of other bank’s MCLR and also may be influenced by its own previously existing MCLR. Prais–Winsten (1954) is the methodology is perfect to use when there is serial correlation of autoregressive of degree one. A regression has been performed to estimate the variability of MCLR of any particular bank affected by other banks’ MCLR or not. Statistical software package STATA is used for this purpose. Moreover, a comparison of different banks assets and number of employees have been done by showing them descending order in tabular form.




Evolution and Computation of MCLR

The first attempt to rationalize and administer the lending rate was made in September 1990 by evicting the complexity of interest rates. The structure constituted different progressive slabs holding progressive interest rates. The next significant step was taken in April 1993, where the credit limit size class of scheduled commercial banks were restructured to three slabs of upto Rs 25,000, 25,000–2,00,000, and advances over 2,00,000. In October 1994 banks were dispensed with the authority to decide its lending rate for advances over Rs 2,00,000 with a condition to publish their prime lending rate (PLR). PLR was determined by individual banks on the basis of cost of funds, transaction cost, etc., to lend their prime customers at an adjacent rate. But PLR strategy turned out to be unfavorable, and discriminations were being made by the banks to its customers. But the situation of discrepancy aroused as the interest rate changes were not being reflected as interest rate changes to the customers. So RBI started to collect information relating to interest rates charged by various banks and got engaged in intensive monitoring and came up with the fact that there existed a huge gap in PLR and spread across different banks. As a result of fact, RBI in its annual statement of April 2003 instructed the banks to publish benchmark prime lending rate (BPLR) with an objective of transparency and efficient interest rates. However the banks were dissatisfied with the instructions provided by RBI and recognized the need to manipulate the BPLR scheme as different pricing strategy was felt in need for different risk and charges involved in different loans.

With regard to neutralize the situation, base rate system was introduced by RBI to certify a benchmark below which banks cannot lend along with an objective of emphatic transmission of interest rate policy to its customers. But the banks were not able to cope up with the changes in interest rates made by RBI and were not being transmitted in the interest payable by a customer. The base rate system turned out to be nugatory and the need to introduce MCLR was felt.


Computation of MCLR


	Marginal cost of funds: Represented by the cost of fresh borrowing that is payable by a bank to its customers on their deposits. Not only savings or current account deposits but term deposits and borrowings are also includes in marginal cost of funds. Ninety-two percent of the weights are allotted to marginal cost of borrowing and the remaining 8% weightage is allotted to return on net worth.


	Negative carry on account of cash reserve ratio (CRR): CRR is the percentage of banks deposits that are needed to be stored by RBI, at current CRR is 4% which means 96% of the amount deposited can be further invested.


	Operating costs: Costs that incur in day to day business in the course of operation in business like salary, wages, rent, etc.


	Tenor premium: Longer the duration of loan, the tenor premium tends to rise.




The risk accepted by banks in lending a loan can be referred as spread. A creditworthy customer can be provided a loan with lower spread whereas a higher spread considering the profile of the customer. For the sake of uniformity in these components, all banks shall adopt the broad components of spread such as business strategy, credit risk premium, etc.

In addition to the above, banks are independent of publishing MCLR of any other longer maturity. MCLR is not just an interest rate to be left once determined, banks are in obligation to review and publish its MCLR for different maturities every month on a pre-announced date with consultation with the board.






Findings of the Study

State Bank of India the largest public sector bank operating throughout India has published its MCLR which is comparatively lower than any other Indian or foreign banks. In Table 1 a representation of MCL rates are made for the last six months which shows the adaptation of repo rate changes and effect of other factors in calculation of MCLR. It also depicts the rates of Union Bank of India at different time periods which commonly show a higher MCLR in respect to SBI. The bank with low marginal and operating cost can provide loans at a lower rate of interest. A decreasing trend is noticed in the rates of Union Bank of India to cope up with SBI lending rates. True and fair representation is made on websites as per instructions made by RBI and consumers are being aware of the market rates of each bank. The highest notable difference in the rate of 0.65% can be noticed in one year MCLR rates of SBI and UBI whereas the lowest difference is 0.25% on overnight rates.

Private sector banks also contribute toward the loans and advances market in India. Axis and HDFC banks are considered to be most successful among the other banks (Table 2). These banks give neck to neck competition as they are rivals in this sector and are prevailing with an objective to earn as much as profit is possible. Creating a strong customer base will led them toward profit making through MCLR but they charge a higher rate than most of the public sector banks as their operating cost and other expenditures are higher in comparison to public sector banks.

Private sector banks do play the game differently as they attract customers based on their services and services do carry cost, that is, increasing the marginal and operational cost and concludes with a higher interest rate than other public sector banks. Rate differentiation in case of public sector banks also tends to decrease to become competitively efficient. While comparing these two banks, the highest rate difference is noticed in one month MCLR and the lowest difference of 0.05% in overnight MCLR.

Table 1:    MCLR Rates of UBI and SBI for the Past Six Months.
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Source: RBI Publication and https://www.myloancare.in/.


Statistical Analysis with IBM SPSS V. 23.0

By using SPSS the correlations of MCLR of different banks have been judged and paired sample means with 95% confidence level have been judged. Correlation is used to describe a relationship between two variables and to verify degree of relationship.

The correlation matrix compares one month MCLR of SBI and UBI to check whether a relationship exists or not (Table 3). A two-tailed Pearson’s correlation tests have been conducted through SPSS which reflects that Pearson correlation has a very high value of 0.989 which is significant at the level of 0.01. The correlation between UBI and SBI or SBI and UBI concludes to the same correlation results. The same correlation tests have been applied to SBI and Axis bank to justify the trend of MCLR and verify the degree of relationship. A decreasing trend has been noticed in respect to cope up with the market. So private players are also following the trend and competing with public sector banks. SBI and Axis banks one month MCLR are highly correlated with a value of 0.983 at a significance level of 0.01. The correlation between SBI and UBI to SBI and Axis differs by a small fraction but follows a positive correlation.

Now we do paired sample test. The purpose of paired sample t-test is to detect a difference between the means of two dependent variables. The research hypothesis is that other banks follow SBBI’s MCLR rate drop. The null hypothesis states that the difference between MCLR rates of banks will be less than or equal to zero. The research hypothesis states that the mean difference will be more than zero as the rates differ. The null hypothesis can be rejected as the p-values are greater than 0.05. The results show the mean value of monthly MCLR rates of four different banks for nine months data and their standard deviation and standard error (Tables A1 and A2).

Table 2:    MCLR Rates of HDFC and Axis Bank for the Past Six Months.
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Source: RBI Publication and https://www.myloancare.in/.




Comparison of MCLR of Different Banks (Mean Paired t-Test)

From Table B1, it can be clearly witnessed that some of the banks have significantly different MCLR than other banks. To capture the significant difference in mean, paired t-test has been performed. The differences are both positive and negative. Here in Table 3 the mean differences of MCLR of SBI with other banks are significantly negative. This implies that MCLR of SBI is significantly lower than that of the other banks over the specified period of time. The same phenomena can be observed for Axis banks with other banks like SBI. It has a low MCLR. The difference between the MCLR of Axis and HDFC is not that much significant. In case of PNB, the differences of PNB MCLR and Canara as well as HDFC are significantly negative. UBI and IDBI do not have any significant difference with PNB MCLR. Here it can be seen that the difference between PNB and HDFC mean MCLR is significantly positive. In case of Canara, MCLR of Canara bank has positively significant differences with IDBI, UBI and HDFC. On the contrary, Canara bank is having a negatively significant difference with OBC. IDBI has a significantly negative mean difference in MCLR with OBC. UBI and HDFC do not have any significant difference with IDBI in MCLR. UBI has a significantly positive difference in MCLR with HDFC and negative difference with OBC. OBC has a significantly positive difference with HDFC.

Therefore from the above analysis it is clear that three largest banks such as SBI, Axis, and PNB in terms of employment and assets charged relatively lower MCLR, whereas OBC, UBI, and IDBI charged relatively higher MCLR than the other mentioned banks.




Regression Results

Here Prais–Winsten regression has been performed and the results have been given in Table 4 to understand the variability of MCLR of a particular banks explained by the variation of other banks MCLR. The reason for this particular methodology has been used is that, there is a possibility of serial correlation of autoregressive model of degree one means AR(1) to tackle or take care of it Prais–Winsten is the suitable methodology to use.

Table 3:    Correlation between SBI and UBI Rates.
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*Correlation is significant at the 0.01 level (2-tailed).

Table 4:    Regression Results.
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Source: Authors estimation. Robust standard error within the parentheses; levels of significance at 1% and 5% are represented by *** and **, respectively. * Represents that null hypothesis is accepted. Bold values represents statistically significant relationship.

Here the model is:

[image: image]

where t = 1, 2, …, 29; yt the vector of dependent variable; xt the vector of independent variable.

[image: image]

where et is the white noise.

Here, if |ρ|<1, then the error term is serially correlated over time. For all the models modulus value of ρ is less than 1, which confirms that there is a serial correlation between the error term. In Table 4, eight models are built to analyze the variation of each banks MCLR explained by the variation of other banks MCLR. Here all dependent and independent variables are transformed in its logarithmic form. Therefore, coefficients represent the elasticity value.

From the g Table 4, it can be further said that only the variation of HDFC bank’s MCLR has a significantly positive impact on SBI’s MCLR. Axis bank’s MCLR significantly and positively impacted by UBI. In case of PNB, Canara, UBI, and OBC have positive impact whereas Axis has a significantly negative impact. Canara is negatively impacted by the MCLR of SBI and OBC and positively related with PNB, IDBI, and UBI. UBI’s MCLR has a significantly positive effect on IDBI. UBI’s MCLR are positively related with the variation of the MCLR of Axis, PNB, Canara, and IDBI. Axis, IDBI, and PNB have positive impacts on MCLR of OBC, and Canara has a negative impact on it. HDFC’s MCLR are significantly and positively impacted by the variation of MCLR of SBI and Axis.






Limitations of the Study

Although the present study reveals some important results for Indian banks, it suffers from the following limitations.


	MCLR being a recent addition to the banking system there is lot more to study as the time passes.


	The study is conducted on secondary data so the accuracy and validity needs to be validated in real field as it varies for every different loan.


	Only few banks have been analyzed in the study including public and private sector banks.


	Nine months of data could be fetched as it is a newly introduced concept.







Conclusion

Marginal cost based lending rate may be considered a revolutionary step to eliminate lack of transparency and encourage monetary transmission of interest rate changes not only in increasing trend but also to transmit a decrease in lending rates. So it may be considered a double edged sword as referred to the base rate system which was a single edge sword to harm customers as the banks were slowly adopting decreases in base rate and quickly transmitting high interest rate to the customer. RBI guidelines regarding MCLR is focused on short-term credit upto one year so that customers are able to redeem the loan if not satisfactory. MCLR is more of a competitive rate in respect to previous rates as it considers marginal cost of procurement of funds as the banks reach efficiency rates are to be diminished keeping base rate in mind. Several attempts have been made previously to protect the customer from exploitation but failed. MCLR is rather a more developed attempt and its success is yet to be measured in the coming years.
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Appendix

Table A1:    Paired Samples Statistics.
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Table A2:    Paired Samples Test.
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Table B1:    Paired t-Test Results.
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Source: Authors estimation. Robust standard error within the parentheses; levels of significance at 1% and 5% are represented by *** and ** respectively. * Represents that null hypothesis is accepted. Bold values represents statistically significant relationship.
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Chapter 23

Monetary Policy of RBI and Its Impact on the Financial Inclusion in Rural India

Mainak Bhattacharjee, Debashis Mazumdar and Santanu Bisai


Introduction

The principal objectives of the monetary policy of India like other countries are growth with stability. However, that “growth” objective was not narrow confined only to the propagation of GDP or per capita GDP. It has also encompassed the qualitative improvement in the living standard of the common people through the encouragement of “priority sector lending” for financial inclusion. Thus the overall credit flow to different sectors of the economy has not only been influenced by the quantitative credit control instruments but also by the qualitative credit control instruments which particularly aimed at embellishing social justice, equity, financial inclusion, etc. Financial inclusion signifies gradual expansion of the outreach of the banking services and credit flow at an affordable cost to the economically poor and the disadvantaged sections of the people in a society. Among several programs undertaken by the government of India for financial inclusion of rural poor during the post-reform period, the monetary policy of the Reserve Bank of India (RBI) is supposed to play the most crucial role. One of the most celebrated rural development schemes that helped in fostering the process of rural development in India is supposed to be the self-help group (SHG) formation under Swarna Jayati Gram Swarojgar Yojana (SGSY) program since 1999 (which had subsequently been replaced by the National Rural Livelihood Mission or NRLM since 2011) that aimed at poverty eradication along with the generation of employment and income opportunities in rural India.

Till 1990s large part of the rural areas remained unbanked and a large section of the rural population of India had to take recourse to non-institutional sources for credit with high interest burden. Apart from providing credit under the “priority sector lending” scheme, the RBI has adopted the policy of providing credit through multiple channels, viz., involving SHGs and microfinance institutions (MFIs), interest subvention scheme for the SHGs formed by the poor women under the NRLM, simplifying the procedures, and processes for micro- and small enterprises and adopting information and communication technology solutions for greater outreach and lower transaction costs.

With the spread of SHG-Bank Linkage over years, there has been continuous increase in the flow of bank credit to the SHGs. However, there have also been both inter-regional and intra-regional differences with respect to the regional spread of physical and financial progress of SHGs.




Objectives and Methodology

The basic objectives of the present chapter are: (i) to estimate the structural shift in the credit flow to the SHGs from institutional sources and find out the reasons for such structural shift, if any; (ii) to estimate the impact of policy variables of the RBI on the flow of credit to the priority sectors in rural areas, viz., to the SHGs; (iii) to identify inter-regional variations in the flow of credit to the priority sector particularly the SHGs; and (iv) to identify regional variations in the process of financial inclusion.

Given the objective of the current chapter is primordially look into potential connection between the monetary policy and the flow of credit to SHGs over time, we have considered testing the co-integration between the key monetary policy rate, namely repo rate and reverse repo rate on the one hand and the volume of credit made available to SHGs and the credit flow to per 1,000 SHGs. To this end, we begin with testing for the presence unit root in the time series on each of the aforesaid variable to determine if the order of integration is same for them. The modality used to detect unit root is the one of Augmented Dickey Fuller test (as available in software packages such as Eviews with version 5 onwards). This test procedure is based on the regression of the differenced series of the corresponding variable on the one-period lagged value and differenced lagged values of the concerned under three specification: (a) trend and intercept; (b) with intercept; and (c) without any trend and intercept.

Moreover an empirical model based on linear regression has been developed to examine the potential impact of the trend in the movements of the aforesaid key monetary policy rates on credit extension to SHGs. It is to be mentioned in this context that model involves two linear regressions with intercept: one with the dependent variable as total bank loan to SHG and the other with the dependent variable bank loan per 1,000 SHGs. In this case the independent variables are the trended series of the repo rate and reverse repo rate, where the trend has been determined using the Hodrick–Prescott methodology (available in Eviews).

The structural shift in the flow of bank credit to the SHGs has been estimated by introducing both slope and intercept dummies in the regression equation showing the causality between the flow of bank loan to the SHGs over the time period 1992–1993 to 2017–2018:

BNKLt = β0 + β1t + β2tD1 + β3tD2 + Ut

where BNKL is the flow of bank loan to SHGs at the time period t (t = 1992–2017); D1 the intercept dummy where D1 = 0 for t ≤ 2000 and D1 = 1 for t > 2000; D2 the slope dummy where D2 = 0 for t ≤ 2000 and D2 = 1 for t > 2000; Ut the Stochastic term.

The statistical significance of each estimated coefficient has been verified using t-test with the corresponding test statistic being
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Literature Review

Most of the research works in this field have dealt with the “Priority Sector” lending policy of the RBI and some other studies have specifically explored the impact of SHG Bank Linkage Scheme of NABARD upon financial inclusion as well as the problem of non-performing asset (NPA) in this process. Patidar and Kataria (2012) have shown that the NPAs generated by public sector banks in case of priority lending are adversely affected the current and future profits of the public sector banks. Similar studies showing the mounting amount of loan outstanding in respect of credit deployment to priority sector and the problem faced by the banking institutions have also been undertaken by Ahmed (2010). On the other hand, Chattopadhyay (2007) has examined that the credit flow to agricultural sector has declined during last four decades and this sector is cross subsidized by the non-agricultural sector. His study reveals that such concessional credit benefits neither the borrower nor the lending institutions.

The study undertaken by Thornley, Wood, et al. (2011) has shown that public sector lending in India has been in favor of profiteering sector and hence microfinance, the largest sector in India, has been least emphasized. Thus, the greater objective of financial inclusion of poor families has not been fulfilled.

Deolalkar (2003) has come to the conclusion that the strategy of commercial banks to reduce NPA in priority sector lending should be in terms of a restructuring of their operation instead of curtailing the advances granted to priority sectors. While studying priority sector credit Dasgupta (2002) had observed that weaker section received due emphasis during the pre-reform period, but during the post-reform period, the scenario had changed. Jaiswal and Bhasin (2015) made a modest attempt to focus the changing paradigm of the Indian rural economy and highlighted how regional rural banks (RRBs) could assist in lending to priority sector with special focus on agriculture sector. This study concludes that RRBs in India has significantly improved the lending pattern to priority sector especially to agrarian sector. In her study Bansal (2003) made an attempt to review the performance of this program, viz., priority sector lending, in different states of India and across three major institutions – commercial banks, cooperative banks, and the RRBs. Inter-regional variations in this regard had been reflected in this study. The importance of priority sector lending, as a part of RBI’s policy, has been analyzed by Kaur (2012) for the period 1997–1998 to 2008–2009. The study concludes that public and private sector banks have achieved the overall target of 40% of total credit to be delivered to the priority sector. The study made by Raman (2013) has identified that the performance of the commercial bank in the area of priority sector advances have been improving, that too it has increased by 13.99 times for public sector banks, 35.63 times for private sector banks, and 69.09 times for foreign banks during 2005–2010. However, this study has also shown that the NPA created through the priority sector advances for the period 2005–2006 to 2009–2010.

The research effort of Pokhriyal and Ghildiyal (2011) examines the progress of microfinance in terms of the successes and failures of SHG-Bank Linkage Program. The SHG-Bank Linkage Program has been analyzed critically in this chapter to assess its contribution toward removing the disparities prevailing in various regions of the country. However, Basu and Srivastava (2005), in their study, recommend that if SHG-Bank Linkage is to be scaled-up to offer mass access to finance for the rural poor, then much more attention will need to be paid toward the promotion of high quality SHGs that are sustainable. At the same time, this chapter also suggests that there is scope for diverse microfinance approaches to coexist in a vast economy like that of India. Private sector MFIs need to acquire greater professionalism, and the government, too, can help by creating a flexible architecture for microfinance innovations through a more enabling policy and regulatory framework. Mehta (2015) highlights first the concept of financial inclusion and then concentrates on the performance and progress of the SHG-Bank Linkage Programme in Indian economy. The study made by Das and Tiken (2013) revealed that the SHGs-Bank linkage Programme was concentrated among the southern states and its performance was not satisfactory among the north-eastern states. Narasimha and Savvasi (2013) examined both SHG-Bank Linkage Programme and the MFI-Bank Linkage Programme to ascertain the role of commercial banks, RRBs, and co-operative banks in financial inclusion in India. The research paper of Ghosh (2012) reviews the progress of SHG-Bank Linkage Program at the national and regional levels, and examines its impact on the socio-economic conditions of SHG member households. This study has shown that this program has grown at a tremendous pace during last two decades and has emerged as the most prominent means of delivering microfinance services in rural India. Though the regional spread of the program is highly skewed with highest concentration in the southern region, it has started picking up pace in other regions too. This study clearly reveals that average annual net income, assets, and savings of SHG member households increased significantly in the post-SHG situation.

The report of the Planning Commission (2007) during the 11th Five Year Plan has indicated that the rate of interest charged in the microfinance institutions depends on the cost of funds, cost of delivery of credit, cost of collection and payment, and cost of providing for bad debts and profit margins. Hence, this study indirectly hinted upon the impact of official policy rates (viz., the repo and reverse repo rates) of the RBI upon the cost of funds for the microfinance institutions. This report clearly pointed out that some of the MFIs charged relatively high rates of interest while extending credit facilities to the SHGs.

A brief review of these research studies show that there is dearth of in-depth studies at the macrolevel regarding the direct and indirect impact of quantitative and qualitative monetary policy instruments upon the credit flow to the SHG segment. Hence, the present study is a modest attempt to fill in that research gap.




Structural Breaks in Credit Flow to SHGs

At first we have tried to locate the structural break, if any, in the flow of bank credit to the SHGs under the SHG-Bank Linkage Programme of NABARD. Fig. 1 reflects the trend of this flow.

The regression model used in this chapter to estimate the causality between the flow of bank loan to SHGs (BNKL) at the time period t using both intercept dummy (D1) and slope dummy (D2) shows the following result:

BNKLt = −80.496 + 27.258 t − 32468.3 D1 + 2694.716 D2
(−0.03) (0.06) (−8.03) (5.66) (R2 = 0.946)

This results given in the parentheses for t statistics with statistically significant intercept and slope dummies, is a clear indication of structural shift in the flow of bank loan to SHGs (through SHG-Bank Linkage under NABARD schemes) since 2001. This also proves the impact of policy parameters, viz., the liquidity adjustment facility (LAF) of the RBI which was introduced with the first stage starting from June 2000 onwards with the introduction of repo and reverse repo rates for correcting the short-term liquidity shocks in the economy.




Monetary Policy and Credit Dissemination to SHG

In this section attempt has been taken to probe the potential influence of monetary policy stance of RBI on the allocation of credit to SHG through linkage with banks. To begin with, we have examined the nature of stochastic process underlying the evolution of the selected variable namely total bank loan to SHG, bank loan per 1,000 SHGs, repo rate, and reverse repo rate. It is moreover hereby that the impact of monetary policy on the extension of credit to SHG has been considered with respect to two key policy instruments as repo rate and reverse repo rate.

[image: image]

Fig. 1:    Flow of Bank Loan to SHGs in India During 1992–2018 under SHG-Bank Linkage Schemes. Source: NABARD.

Now what is evident from Table 1 that in case of each of the selected variables McKinnon p-values for all three standard models as specified conventionally for the purpose of testing the presence of unit root, namely the model with trend and intercept, model with only intercept, and the model without any trend and intercept, are greater than 1% (which is the level of significance considered over here). This implies that the stochastic process underlying each time series has unit root. Moreover, it has been found that all these four time series are uniform with respect to the order of integration, which in case of each is equal to one. Now given this, we shall head for the verifying if the variables are co-integrated since by that it will be possible to determine the existence of some equilibrium relation(s) among the variable, thereby arriving at the long run relation between the magnitude credit extension to SHGs and the monetary policy stance. In this regard we have applied Johansen’s co-integration test – once for the variables like total bank loan to SHGs, repo rate, and reverse repo rate, and the variables like bank loan per 1,000 SHG, repo rate, and reverse repo rate on the other.

Table 1:    Unit Root Test Results.
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Source: Authors’ computations.

Note: Level of significance is 1%. Numbers in parenthesis denote Akaike Information Criteria (AIC) score.

a Mark for lag 0.

Table 2:    Co-integration Test Results.
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Source: Authors’ computations.

Note: * Significant results at 5%.

As illustrated in Table 2, in this test procedure on co-integration a tri-layered hypothesis (this is the relevant null hypothesis in this case) has been considered, where the first layer is to do with number of co-integrating equations being zero, the second layer is to do with this number at most one, and third to do with the number at most two. Now the determination of the statistically significant number of co-integrating equation in this case has been looked at with help of the trace statistic and McKinnon one-sided p-value. With regard to the first layer of the alleged hypothesis, the value of the trace statistic obtained in this case is greater than the critical value at 5% level of significance and the corresponding McKinnon p-value is less than 5%. Thus it is implied hereby that the hypothesis of no co-integration (as indicated by the number of co-integrating equations being zero) stands statistically insignificant. On the other the hand, the revelations from trace statistic and McKinnon p-value for the rest two layers of the hypothesis hint at the corresponding conjectures: the number of the co-integrating equations is at most one and the number of the co-integrating equations is at most two, being statistically significant. Hence overall, the co-integration test emphatically endorses the existence of co-integration and thereby confirms the presence of long run equilibrium relation between the bank loan granted to SHGs and monetary policy instruments.

In order to rule out the heterogeneity in the number of operating SHGs across different regions of India we have considered the flow of credit per 1,000 SHG. Like upper panel of Table 2, the revelations of lower panel of Table 2 bear substantial evidence of the statistically significant co-integration between bank loan per 1,000 SHG and the policy rates. The reason being that in case of the layer-one hypothesis, the value of trace statistic is greater than the corresponding critical value and McKinnon p-value is less than 5%; while the trace statistic exceed the critical value and McKinnon p-value is greater than 5% for each of layer-two and layer-three hypothesis. Therefore there is long-term nexus between the intensity of credit availability with SHG measured on per 1,000 basis and the monetary policy of RBI.

Now to assess the influence of the trend of monetary policy on the degree of credit bank-driven credit mobilization toward SHG we consider performing linear regression of total bank loan to SHG and bank loan per 1,000 SHG, each on the trends of repo and reverse repo rates. In regard, it important to mention the trend of each policy has been determined by the de-trending of the time series using Hodrick–Prescott filter methodology.

Table 3 evinces that there are significant causal effects of repo rate and reverse repo rate on the volume of bank loan extended to SHGs and its intensity measured on per 1,000 basis over the time period 2001–2017, since the coefficients of the independent variables repo rate (trend) and reverse repo rate (trend) are significant in case of both of the dependent variables Total bank loan to SHGs and Bank loan per 1,000 SHGs. Besides, the negative coefficients of both independent variables indicate that tightening of credit condition by RBI through rise in these short-term policy rates reduces the amount of credit available to SHGs.


Inter-regional Differences in Credit Flow to SHGs

In this section we shall overhaul into the status of northern, north-eastern, eastern, central, western, and southern parts of India with respect to the flow of bank credit to SHGs to know if these region are converging or diverging in this respect over the period 2007–2017.

The dissemination of bank credit to SHGs is quite disparate across the aforesaid region, as evident from the Fig. 2. In particular, the burgeoning divergence is emergent between the southern region on the one hand and rest on the other.

Table 3:    Impact of Monetary Policy on Credit Extension to SHGs.




	Independent Variable

	Dependent Variable




	Total Bank Loan to SHGs

	Bank Loan Per 1,000 SHGs




	Repo rate (trend)

	−18431.76*

	−8.0039*




	(4117.90)

	(1.2485)




	Reverse repo rate (trend)

	−32084.89*

	−14.5383*




	(2550.28)

	(0.7732)




	Intercept

	39170.90

	16.2259




	(37836.71)

	(11.4721)




	Adjusted R2

	0.9526

	0.9747




	p-Value (F-Statistic)

	0.0000

	0.0000






Source: Authors’ computations.

Note: *Significant at 1%.

Now to empirically substantiate this divergence trend we have considered performing the standard σ-convergence test on the credit flow over the six broad regions of India. The test is essentially about examining if the variance in the credit flow (measured by coefficient of variation) is increasing or decreasing over time which has been attempted over here by linear regression with intercept having the log-transformed variance in credit flow over the six region (lnCV) as dependent variable and the time (t) as the independent variable (unit of which is one year). Thus the estimated regression is as follows:

[image: image]

Fig. 2:    Credit Flow Per 1,000 SHGs across Six Broad Regions of India.
Source: Authors’ Compilation from NABARD Reports.

ln CV = 40.4366 + 5.9522t
(1.7883) (1.3301)
(0.0000) (0.00015) R2 = 0.9698

The regression outcome, as shown above, reveals that the coefficient variation has been increasing over the period 2007–2017 which implies the inter-regional disparity in credit flow to SHGs has got widened up over the same period and hence there is bloating inter-regional divergence in this regard. Moreover, it is to be mentioned, per se, that the first parenthesis under each estimated coefficient denotes the respective standard error while the second one denotes the corresponding p-value and given this, it is thus evident that each coefficient is highly statistically significant.






Conclusion

The present study evokes the following conclusions:

Firstly, the study clearly shows that there is substantial linkage between the monetary policy stance of RBI on the credit flow to SHGs as it has elucidated structural break in the credit flow in the year 2001, the year following the introduction of LAF, a landmark in the interest-regulation regime by RBI. Besides this, the study comes with substantial testimony for the existence of correlation between the movements of key monetary policy rate namely, repo rate and reverse repo rate, and the dissemination of bank credit to SHGs. Moreover, credit flow has been found to be significantly to be sensitive to the long-run movements the monetary policy rates.

Secondly, there has been yawning gap over time in the diffusion of bank credit among SHGs when considered with respect to the northern, north-eastern, eastern, central, western, and southern parts of India. In particular, the divergence has been found to be enormously pronounced between the southern part of India and rest five regions. One potential reason behind this divergence is the inter-regional disparity in the asset quality status of loans granted to SHGs and this in turn can constitute another important route for monetary policy of RBI to impact the credit flow to SHGs in as much as the qualitative credit control forms a part of the monetary policy.
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Chapter 24

Monetary Policy and Corporate Performance in India: “Inside the Black Box Thinking”

Aishwarya Nagpal and Megha Jain


Overview

The existing literature on the corporate financial structure is ruled by two diverse contentions. The first one is premised on the established Modigliani–Miller (MM) proposition. The same postulates no linkage between capital structure (i.e., finance-mix) and the firm’s cost of capital (Modigliani & Miller, 1958), whereas the second one is grounded on a “peckingorder”1 in the selection of sources of finance by the firms. The pecking order principle ranks the preferred sources in a specific sequence, whereby firstly firms fully utilize all the existing internal resources (i.e., retained earnings) and only in instances where their financing requirements cannot be met through internal finance, they choose an external finance, including debt and lastly equity (Myers & Majluf, 1984). Information asymmetry lies at the heart of the Myers–Majluf proposition and the asymmetric information prevailing in the financial markets bear serious consequences for corporate finance. The emanating credit market imperfections not only influence bank lending and firms’ financing decisions, but also pertinent to the manner monetary policy affects firms (via the broad credit channel).

Where, the credit view further could be bifurcated into two channels: bank lending channel (narrow credit view), and balance sheet channel (broad credit view). Overall, it purports that those firms which rely on banks only are more vulnerable to any changes in the monetary policy in comparison to firms that trust in capital markets over bank financing (Bernanke & Gertler, 1995). The existence of asymmetric information in the financial and capital markets exerts a sizeable impact on firms’ finance. Commonly, both depend on market discords (Kashyap, Stein, & Wilcox, 1993). This generates a gap in the financing cost through internal and external sources of funds (Aysun, Brady, & Honig, 2009). The same external premium could result in firms’ obvious preference to internal over external financing (Myers & Majluf, 1984). But the conflicting proposition for the credit channel that primarily is concentric toward the long tenure associations (relationships) between the banks and firms (Rajan, 1992), lays down the foundation for relationship lending. This channel works in a different manner and direction than the credit view. The current chapter combines these different perspectives to investigate the linkage between monetary policy indicators and corporate finance in India in the context of non-financial manufacturing firms. In this area, much of the empirical work is restricted to developed nations like the United States (Kashyap et al., 1993, 1996) which later extends to some of the European countries as well (De Haan & Sterken, 2000). The key outcomes of the researches depict that private firms that majorly rely on external bank debt are more prone to monetary alterations (shocks) in contrast to public firms, regardless these are listed or unlisted.

The current chapter analyzes the sensitivity of corporate debt structures of a large group of 422 Indian manufacturing companies to changes in monetary policy over the period 2011–2017 as major changes have occurred in the business environment after the global financial crisis. These Indian companies feature both the public and private firms that operate in a liberalized and more aggressive ecosystem. The key contribution of the chapter is that it engages the non-financial firm-level data of manufacturing companies to provide testimony on different capital mix selections by firms and the magnitude of the impact in reaction to changes in the monetary policy. Additionally, this chapter differentiates between the firms having diverse governance and ownership types to examine the effect of monetary policy modifications.




Monetary Policy Transmission Mechanism and Brief Review of Literature


The Credit View and Relationship Lending Channel

Modigliani and Miller (1958) challenged the role of credit in the economy by underlining that the capital structure of the firm is largely irrelevant. However, the robust correlation between money and real variables unearthed in the empirical literature of the 1960s presented staunch support for the notion that the focal transmission mechanism for monetary policy functions through variations in the cost of capital and their influence on investment (the interest rate channel).2 In that sense, banks were essential only because they generated money. In the 1970s,3 nonetheless, the novel theme of the economics of information accentuated the significance of capital market imperfections and the distinctiveness of bank loans against other types of debt. In this setting, the “credit view” surfaced as an innovative way of comprehending the monetary policy transmission mechanism. Within the credit view of monetary policy, the bank-lending channel (also known as the narrow credit channel) and the balance sheet channel (also known as the broad credit channel) have been advocated as the twin channels (Bernanke & Gertler, 1995). Each channel is unique in its functioning; however, the two are very analogous in their empirical predictions. The bank lending channel highlights the impact of monetary policy shocks on the credit supply and corresponds closely to the balance sheets of the banks, where a monetary policy contraction can drain reserves from the banking system, thus straining banks’ liquidity positions and forcing them to shrink the supply of loans (Bernanke & Blinder, 1988). The balance sheet channel emphasizes the possible impact of monetary policy on the strength of the firm’s balance sheet, rendering the firm less or more collateralized while acquiring external sources of finance. It is consistent with the financial accelerator mechanism (Bernanke et al., 1996), where monetary policy tightening may negatively impact firms’ balance sheets and credit worthiness, hence making it tougher to seek external funds.

The broad credit view concentrates on the impact of financial imperfections on the monetary transmission mechanism (Gertler & Gilchrist, 1994). Explicit attention has been given to the bank lending channel in the broader credit view literature. Here, a distinction is drawn between the two lines of research. The first line is instigated by Kashyap et al. (1993), who for the United States investigate the credit composition between bank and non-bank sources at the macro level. They discover that under monetary policy tightening, bank credit drops off more than the non-bank credit. Gertler and Gilchrist (1994) and Oliver and Rude Busch (1996) in the contradiction claim that the macro data employed by Kashyap et al. may purely suggest that small firms are more bank-dependent and more susceptible to the business cycle unlike large firms and hence react more to a monetary contraction by curtailing their demand for bank credit. Identifying the bank lending channel at the macro level is thus challenging and can best be ascertained by evaluating demand models taking into account the heterogeneity between agents. The second line of research therefore addresses the behavior of individual banks and discover that banks having strong balance sheet positions are in a better position to guard their loan portfolios in response to monetary policy shocks (Angelina, Kashyap, & Mojo, 2003; Kashyap & Stein, 2000). Van den Heuvel (2002) discusses the contribution of capital adequacy requirements and establishes that banks having a low capital demonstrate late but amplified reactions to monetary contractions.




Brief Review of Literature

The empirical literature on monetary transmission has magnified rapidly in recent years. It is commonly debated that whether different monetary regimes have a major bearing on the real economy or not. Though, most of the economists presume that monetary policy exerts quite a substantial effect on the real economy (Friedman & Schwartz, 1963), the scale and the distinct channels of monetary policy that may impact the real economy remain largely debatable. For instance, a contractionary monetary policy may inflate the cost of capital for a firm that could compel some of them to dispose their real assets. This may diminish the average asset prices to impact the value of collateral adversely (Gertler & Gilchrist, 1993; Oliner & Rudebusch, 1996).

There are different models that are developed based on the nature and probable impact. The first class belongs to the microeconomic model that discusses the effect of monetary advancement through a vector autoregression (VAR) structure (Bernanke & Blinder, 1992). The second class deals with the behavior of banks in response to monetary shocks. The same establishes that there may be a problem for the smaller banks to attract external financing during contractionary policy measures by the central banking system (Kashyap & Stein, 1997), whereas the top 1% of the largest banks don’t face such problem even in the case of the stringent liquidity contractions. The third and final class examines the feedback of a firm’s financial structure to alterations in monetary policy. Primarily, such studies have mainly concentrated on the developed nations like the United States (Kashyap et al., 1996; Oliner & Rudebusch, 1996). Kashyap et al. (1993) empirically investigate the subsistence of a bank lending channel of monetary policy transmission deploying trimestral data over the period from 1963 to 1989 for the US economy. The key findings of the paper advocate that the contractionary monetary policy induces firms to adopt a non-linear combination of external borrowing. The net impact is an overall drop in bank lending.

Long back, Dedola and Lippi (2000) have investigated this association in a few of the European nations and the United States. Further, sourcing through a databank of 16,000 UK companies over the period from 1990 to 1999, Mizen and Yalcin (1992) have established that new firms (high in debt portion) are more prone to monetary contraction than the older ones (less on debt portion). Also, Bougheas, Mizen, and Yalcin (2006) argue that during monetary tightening condition, new and younger firms generally decrease their borrowings. The same is supported by Prasad and Ghosh (2005) based upon the firms’ corporate behavior due to their distinct ownership group, size, and the borrowing period. Somewhat contrary substantiation is established by De Haan and Sterken (2006) to confirm that high sensitive firms to monetary policy fluctuations (shocks) follow the market-based systems over bank-based systems.

As far as India is concerned, there are quite a few papers on the impact of monetary policy (Rangarajan, 1988; Reddy, 2002), the financing model of corporates (Cobham & Subramaniam, 1998), along with the function of big stakeholders in company governance (Jalan, 2002; Khanna & Palepu, 2000; Sarkar & Sarkar, 2000). It seems to be appealing to extend and update this model over a frequently used manufacturing non-financial set of companies, taking into account their distinct ownership group and governance structures.






Data and Research Methodology


Data Sources

The dataset used in the study is gathered from the Prowess database4 (firm-specific characteristics) and from the Handbook of Statistics on the Indian Economy5 (monetary policy indicators). The Prowess database contains comprehensive information on the financial performance of over 27,000 Indian companies garnered from their financial and income statements, as well as provides information relating to their legal form, ownership structure, etc (For details, refer Appendix). The manufacturing sector is considered in this chapter for the period 2011–2017 as it has an analogous business cycle to the overall economy.




Variables Used in the Study

Concerning the capital structure, the dependent variable, corporate debt is modeled as a function of the four main ratios:

(a) Total borrowing to total assets (DEBT): this is an overall measure for total debt.

(b) Long-term borrowing to total assets (LTDEBT).

(c) Short-term borrowing to total assets (STDEBT) so as to distinguish between the dissimilar maturity profile of short- and long-term debt.

(d) Bank borrowing to total assets (BKDEBT) since the key focus is on the distinctive role of bank debt.

To control for huge differences in size among firms, debt as a ratio of total assets is employed as a dependent variable. For the same reason, even the controlling variables are expressed as ratios to total assets excluding the size and age variables.

The set of explanatory variables with their definitions and the expected signs of coefficients is depicted in Table 1.

With regard to the monetary policy indicator, we have used the primary market cut off yield on 364-day T-bills a sit can signal the direct stance of monetary policy in a better way as compared to secondary market yields. The use of T-bill yield as a monetary policy indicator dates back to the previous literature in the international context (Calvo & Reinhart, 2002) as well in the context of India (Jena, 2004; Prasad & Ghosh, 2005).

MPIt * PUBLICt denotes the interaction term between the monetary policy indicator and the public firm dummy. It has been incorporated to capture the likelihood as to how public firms adjust their capital structure in times of monetary policy shock. Public firms are better known to external investors in comparison to their private counterparts and face lesser asymmetric information problems and as a result, they have easier access to capital markets, unlike private firms which are bank-dependent. Hence, the sign of the coefficient is expected to be ambiguous due to this rationale.

Table 1:    Variables Used in the Empirical Investigation.

[image: image]

Source: Authors’ own compilation.

MPIt * LISTEDt represents the interaction term between the monetary policy indicator and the listed firm dummy. We expect a positive sign under the bank lending and balance sheet channel, due to the transparency of listed firms as they are subject to strict disclosure requirements. One might, therefore, predict listed firms to be less impacted in a situation of monetary contraction as compared to unlisted firms. Nonetheless, a negative sign can be predicted under the relationship channel, since a listed firm gains lesser from an extensive relationship with a bank.

Several controlling variables (i.e., firm-specific characteristics) have been considered in the study to control idiosyncratic effects on the corporate financing structure of the firm, as also have been observed in the corporate finance literature. The included variables are tangibility, earnings, depreciation, size, age, and interest expense. The variable TAN is expected to have a positive coefficient since it is assumed that firms having a higher level of collateral are expected to have an increased capacity of taking more debt. The variable EARN is likely to have a negative coefficient as more profitable firms are less expected to use external financing since they can use earnings to finance their investments. The same is in line with the pecking order theory by Myers (1984). The positive coefficient is expected in the case of SIZE variable since larger firms are widely known, more diversified, suffer from less information asymmetry problems, face low expected bankruptcy costs and hence can take on more debt. DEPCN variable creates a non-debt tax shield, which possibly makes the use of the debt tax shield comparatively redundant. Hence, a negative coefficient is expected since firms having high depreciation ratios incorporate less debt in their capital structures. AGE is expected to be negatively related to the debt since there exists evidence of smaller and younger firms in emerging nations finding debt relatively cheaper than equity and also because they may have convenient access to credit (Huisman & Hermes, 1997). The coefficient sign cannot be determined in the case of INT variable as the interest expense is suspected to be endogenous. Higher interest expense can be a sign of possible financial distress as well as it can suggest the presence of a large debt shield. Both these explanations result in the probability of a negative coefficient of interest expenses. However, there is also a notion that higher debt ratios cause interest payments to be higher. Hence for the same reason, the explanatory variable interest is not considered directly and is instrumented by its lagged term (denoted as INT_L) in the econometric model.




Methodology

The main theme of the study is to examine the impact of monetary policy on the financing behavior of firms and its association with corporate governance characteristics. The data used in this study is unbalanced panel data. Since the study focuses predominantly on the corporate debt of individual firms, we estimate such a relationship using a standard panel model which includes fixed effects at the firm level, which further control for other observed and unobserved factors that may impact corporate financing choices, such as firm-specific characteristics and also account for firm heterogeneity. The model assumes the following form:

Yit = α1 TANit + α2 EARNit + α3 SIZEit + α4 DEPCNit + α5 AGEit
+ α6 INTit + β1 MPIt + β2 MPIt–1 + γ1 MPIt * PUBLICt + γ2 MPIt
* LISTEDt + εit

where, εit in the equation is presumed to include a time-invariant error term μit and an idiosyncratic error component vit, such that εit = μit + vit However, there is a doubt that one of the explanatory variables, INT can be endogenous since a higher debt ratio triggers higher interest payments. Hence, the ordinary fixed effects model cannot be employed in such a scenario since the within estimator (fixed effects) permits only a limited form of endogeneity that too with an assumption that the regressors should not be correlated with the idiosyncratic error in the model. In case such an assumption fails, the ordinary fixed effects model is likely to provide inconsistent results. Therefore, we have employed the instrumental variable panel data estimator, that is, two-stage least squares (2SLS) fixed effects estimator (Baltagi, 1995
6).






Analysis and Interpretation


Basic Analysis

Before we estimate the model, it is imperative to check the correlation between the core variables used in the study. Table 2 depicts the correlation coefficients for the selected variables.

Table 2:    Correlation Matrix.

[image: image]

Source: Authors’ testing results using Stata 13 where “*” denotes 1% level of significance.

To start with, the correlations between the total debt ratio and its different components are all positive and statistically significant. Secondly, the correlation coefficients of the majority of conditioning variables are fairly low. Surprisingly, DEPCN has a positive and significant correlation with all the debt components. The reason behind the same can be attributed to the fact that depreciation is charged on fixed assets, which can be exploited as collateral. The availability of collateralized assets, can enhance the credit supply and ease credit conditions. This same explanation further justifies the positive association between TAN and various sources of debt too. The MPI is positively correlated with overall debt and bank debt, but negatively correlated with long-term as well as short-term debt. However, its correlation with all the debt ratios is negligible. The EARN correlation coefficients are negative for all debt components, implying that the pecking order theory is in effect. Finally, INT is highly and significantly correlated with the various debt sources as expected. For this reason, its lagged term is used as an instrument in the 2SLS. INT_L has a quite low correlation with all the debt components, which greatly justifies its use as a valid instrument for estimation purposes.




Estimation Results

The results of the estimation procedure are depicted in Table 3 and are broadly categorized under four main heads: control variables, monetary policy indicator, its interaction with ownership, and governance dummy variables. When evaluating controlling variables, that is, firm-specific characteristics, the majority of the corporate debt determinants are found to be highly statistically significant and carry the expected signs. TAN variable has the expected positive coefficient and is highly significant for all the debt ratios, except for the short-term debt. It may be due to the fact that TAN includes mostly fixed assets, which are generally financed by long-term loans and not by short-term debt or lines of credit (De Haan & Sterken, 2006). Hence, a fall in the ratio of short-term debt to total assets is observed. The expected positive sign is in line with the view that firms having greater tangibility will be less prone to information asymmetry complications and will have easy access to external finance (Prasad & Ghosh, 2005). EARN has the expected negative sign in case of all the types of debt, implying that firms with higher earnings may use more of their self-generated income and depend less upon external financing (Aliyev, Hájková, & Kubicová, 2015). Contrary to the expected sign, SIZE is found to have a negative relationship with all the debt components except for long-term debt. This may be because firm size can even serve as a proxy for the source of information to outside investors, thus augmenting the preference for equity compared to debt (Rajan & Zingales, 1995). DEPCN is negatively significant for overall debt and short-term debt as expected (Kajurova & Linnertova, 2017). However, the positive sign in case of long-term debt supports the notion that non-debt tax shield (i.e., depreciation) is proxying for the collateral value of assets and hence its positive effect on debt (Barakat & Rao, 2003). As far as AGE variable is concerned, it is found that older firms tend to use less of long-term debt but more of short-term debt and bank debt. It is presumed that older firms do not prefer relying upon long-term debt financing after being in existence for so many years. Instead, they find it easy to access commercial banks for short-term bank debt based on their sustained long-term relationship with them (Aliyev et al., 2015).

The key focus of the study is to gauge the firms’ reaction to monetary policy changes and to provide empirical evidences on the various channels of monetary policy transmission mechanism. A monetary policy change is captured by the variable MPI. As can be observed from the estimated coefficients of MPI, it is found that monetary policy has a negative and significant impact on all the debt components, thus confirming the interest rate channel.

Table 3:    Two-stage Panel Fixed Effects Estimation.
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Source: Authors’ testing results using Stata 13 where *** signifies 1%, ** 5%, and * 10% level of significance (***p < 0.01, **p < 0.05, *p < 0.1).

Now moving to the parameter estimates of the interaction term MPIt * PUBLICt, which in all the four debt ratios are found to be insignificant. This suggests that the legal form of the firm is not a distinguishing factor concerning the monetary policy bearing on firms’ financing decisions (De Haan & Sterken, 2006). Hence, we do not discover any empirical evidence of either credit channel or relationship lending channel. The presence of positive though insignificant coefficients in case of total debt and long-term debt indicates that both public, as well as private firms, have a pertinent continual need of debt financing, regardless of the monetary policy stance prevailing in the economy.

Finally, with regard to governance characteristics, the coefficient of the interaction term MPIt * LISTEDt is insignificant for total debt, implying that listing on the stock exchange has no impact on the responsiveness toward monetary policy. However, the coefficient is positive significant in the case of long-term debt, but negatively significant in the case of short-term debt. This could denote that listed firms substitute short-term debt for long-term debt in situations of increased interest rates.






Conclusion and Policy Implications

The main findings of the study highlight the fact that monetary policy tightening leads to a significant reduction in firms’ debt ratios, including both long-term and short-term debt ratios, which provides a strong evidence in favor of the interest rate channel. However, the analysis provides no strong empirical evidence of the bank lending channel; the probable explanation might be the globalization of the economy. The study finds the majority of the capital structure determinants, such as tangibility, earnings, size, age, depreciation as significant factors affecting firms’ access to short-term and long-term financing. The subsequent analysis of the interaction between monetary policy and ownership dummy variable presents an evidence that the legal form of the firm is not a relevant factor while determining corporates’ response to monetary policy as both public as well as private firms respond identically in terms of debt financing in situations of monetary tightening. Further, the interaction between monetary policy and governance dummy variable suggests that listed firms substitute short-term debt for long-term debt in situations of increased interest rates. However, the statistical interpretation advocates no such relevance of listing of a firm and hardly provides any validation for any of the monetary policy transmission mechanisms.

The findings have essential policy implications. It implies that the real impact of a monetary shock does not actually differ among public versus private firms and listed versus unlisted firms at the microlevel. This specifies that policy authority need not focus on the diverse ownership and governance features, but rather on the nature of economic pursuit that the firm undertakes.
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Appendix

Table A1:    Breakdown of Sample Firms by Ownership Group and Legal Form.
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Source: Compiled from Prowess database.

Table B1:    Descriptive Statistics.
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Source: Authors’ computation using Stata 13.





 

1 It is based on default preference to internal finance over external finance by firms. And in case at all the external finance is required, debt in general is selected over equity (Myers & Majluf, 1984). The same is confirmed by Donaldson in 1961 with a specific mention to the preferred option by managers.

2 Refer to Friedman and Schwartz (1963).

3 Refer to Akerlof (1970).

4 Prowess database is generated and maintained by the Centre for Monitoring the Indian Economy.

5 Handbook of Statistics on the Indian Economy is the annual publication of the Reserve Bank of India.

6 Refer to Baltagi (1995) for a chapter on panel data models with endogenous covariates.
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Chapter 25

Monetary Policy in a Global Economy and the Indian Overall Experience

Somnath Karmakar and Subhajit Majumder


Introduction

The 1990s and then on has at large witnessed some convergence in the conduct of monetary policy of the central banks throughout the globe. In this vein, there are strikingly similarities or commonalities as evident from cross-country evidence as well as common features in the choice of instruments as well as operating procedures to determine at best the macroeconomic development and the formation of expectations. With globalized financial markets comes increased financial interdependence. With the progressively increasing globalization of financial markets and emphasis on central bank autonomy, communication strategies, and thereby public accountability are at the forefront in all central banks.

Now the question arises inevitably: what are the common features? The answers are not far to seek. In fact, there are several common features. For example, now there is greater coordination and governance between central banks, fiscal authorities, and the regulatory bodies governing financial markets. Central bankers are nowadays are constantly engaged in refining their technical and managerial skills to deal with the complexities of financial markets. Also the cycles of economic activity has become synchronized across countries. There have been significant shifts, in addition, apart from other factors, in instrument mix, etc.

On the downside, looms large the challenges facing monetary authorities to balance the various choices into a coherent whole and to formulate a policy as an art of the possible across the globe in case of uncertainty that can easily transmit through confidence channel and run the conduct of monetary policy extremely difficult. So consideration of financial stability has a place in this regard.




Objective

The objective of the chapter is to draw attention to the term “globalization of monetary policy” and some of the forces at work that indicate the pace of such globalization after giving in detail at the beginning some common features that exist across globe in the conduct of monetary policies. A review of the distinguishing features of monetary policy in India and an assessment of how that policy has fared in India in the recent past is appropriately placed in the study with empirical verification covering the period 1985–2016 at the end.




Literature Survey

Regarding monetary policy, a fundamental question that arises is whether – and, if so, to what extent – policymakers must adapt their strategies and decision-making processes in a context of greater trade orientation ratios and deeper international economic interdependence. Trichet (2009) discusses a number of key monetary policy issues drawing on the experience of the financial crisis. Papademos (2009) draws some lessons from the crisis for financial supervisory policy. White (2012) investigates the origins of the current economic and financial crises to draw policy conclusions. He argues that the global economy has been on an unsustainable path for many years, partly due to the focus on short-term growth. The study highlights the policy errors in emerging market economies (EMEs) largely emanating from the “fear of floating,” that is, fear of appreciation, fear of hot money, fear of large inflows, and fear of loss of monetary autonomy as advanced by Calvo and Reinhart (2002). Shome (2013) finds no justification that India needed fiscal stimulus for recovering from the crisis by reversing the fiscal stance adopted under the Fiscal Responsibility and Budget Management (FRBM) Act.

While there is broad consensus that globalization has not fundamentally impaired the ability of central banks to achieve their primary mandates, Moutot and Vitale (2009) argue that central banks need to place a renewed emphasis on the development and use of new tools – in particular tools which integrate better real and financial sector transmission channels. The acceleration in oil price increases in the beginning of 2008 – and its impact on headline price indexes in many economies – confirms some recent empirical evidence (Blanchard & Gali, 2007) on the crucial role played both by monetary policies focusing on the maintenance of price stability and by the flexibility of real wages in facilitating the absorption of the oil price shock.

Globalization is most likely to have an impact on the determination of the domestic real interest rate, especially at long horizons (Rogoff, 2006) through both goods and asset price international arbitrage. Researchers like Chen, Imbs, and Scott (2004) have opined that greater openness to trade measured by trade orientation ratio sometimes leads to reduced markup of price over cost. Focusing on other (non-monetary) policy domains, Buti (2007) examines the question of the implications of globalization for macroeconomic adjustment mechanisms in the euro area and the euro area countries. It also examines that integrated financial markets can be a source of instability if regulation and supervision fail to keep pace with them.




Monetary Policy in a Global Environment

The process of continuous integration in trade, production, and financial markets across countries and economic regions – which is what is generally defined as “globalization” – affects directly the conduct of monetary policy in a variety of respects. In terms of monetary policy, there has been much debate about the possible increased role of global factors in the determination of inflation and whether globalization may have weakened the ability of the Reserve Bank of India (RBI) to control the domestic rate of inflation. Overall, the conclusion seems to be that globalization has had effects on inflation in the shorter term. Accordingly, it is necessary to actively monitor possible ongoing changes in the inflationary process resulting from globalization. In particular, macroprudential financial supervision needs to be strengthened considerably to monitor and help prevent the propagation of systemic risk (Karmakar & Jana, 2019).

While in the conduct of monetary policy, individual country experiences vary in tune with country-specific diversities, cross-country evidence highlights the fact that there are several common features driving this phenomenon (Reddy, 2002). The important among them are as listed here:


	Cycles of economic activity have become increasingly synchronized across countries, irrespective of their levels/stages of development.


	At the macrolevel, there is now widespread concern about the potential harmful effects of persistently high fiscal deficits as it may lead to excessive monetization.


	There have been significant shifts in instrument mix. Drastic reductions in statutory preemptions, greater reliance on indirect instruments, emphasis on the flexibility and timing of policy response, and, in general, a greater market orientation, are all major elements of this shift.


	There is greater activism in liquidity management and a focus on the short-end of the market spectrum; this has also been engendered by the growing integration of financial markets, both domestically and internationally.


	There is greater coordination between central banks, fiscal authorities, and the regulatory bodies governing financial markets.


	Finally, one direct effect of globalization on monetary policy operations has been to increase the time and attention that policymakers and staff must devote to following and understanding developments in other economies, in the world trading system, and in world capital markets. These developments have been globally associated with a distinct lowering of inflation.




On the downside, the challenges facing monetary authorities have become sharper. The heightened uncertainty surrounding the conduct of monetary policy has made the interpretation of macroeconomic and financial data difficult. Uncertainty is now more easily transmitted across the world through the confidence channel, forcing monetary authorities to contend with the contagion from shocks. Since the 1990s, considerations of financial stabilities have assumed increasing importance in monetary policy throughout the globe.




The Indian Experience

In reality, while there are growing tendencies toward globalization, the conduct of monetary policy depends on a number of factors that are unique to a country and to the context. Given the policy goals, the contours of monetary policy are shaped by the macroeconomic structure of the economy and its institutional setting. Other important factors that play a decisive role are the degree of openness (or the trade orientation ratio) of the economy, the stage of development of financial markets, payment and settlement systems, and the technological infrastructure.

Against this backdrop, turning to the specific features of the monetary policy in India, one may note the following features:

(i) While there is no explicit mandate for price stability, the conduct of monetary policy has evolved around the objectives of maintaining price stability and ensuring an adequate flow of credit to the productive sectors of the economy to sustain the overall economic growth. The relative emphasis on price stability and growth depends on the underlining macroeconomic conditions. However, the democratic processes in India work in favor of price stability.

(ii) The financial environment, certainly, in which Indian monetary policy is made has been irrevocably changed by the remarkable increases in the magnitudes of financial flows into and out of the India. The transition to a multiple indicator approach wherein, besides monetary aggregates, information pertaining to a range of rates of return in different financial market segments along with the movements in currency, credit, the fiscal position, merchandize trade, capital flows, the inflation rate, the exchange rate, refinancing, and transactions in foreign exchange – has been a logical outcome of monetary policy reforms.

(iii) Liquidity management is carried out through open market operation (OMO) in the form of outright purchases/sales of government securities and reverse repo (an instrument for borrowing funds for a short period and involves selling them as a stated future rate for a slightly higher price)/repo operations. Over the years, in comparison with other monetary policy instruments, the use of interest rate instruments (repo and reverse repo) by RBI has been more frequent (Table A1).

(iv) Notwithstanding the concerted reforms undertaken since the 1990s, for example, freeing monetary policy from the burden of automatic monetization and a significant marketization of the government’s borrowing program, monetary policy in India continues to the constrained by fiscal dominance. Debt-management considerations to ensure a smooth passage of the borrowing program of the government, at minimum costs and roll-over risks, make the overall monetary management difficult when large and growing borrowing year after year puts pressure on the absorptive capacity of the market and on liquidity management. In this context, the FRBM, which envisages a vacation of primary financing of the fiscal deficit by the RBI from 2006 to 2007, enhances the flexibility of monetary management.

(v) The predominance of publicly owned financial intermediaries has its implications for monetary policy. Crossholdings and interrelationships in the financial sector emphasized in planned development were to achieve the social goals of the “joint family” headed by the government (Reddy, 2009). With the needs and consistent of a market economy, these are being gradually revamped.

(vi) Monetary management in India is somewhat constrained by the lack of comprehensive and timely information in some areas relative to the demands of a fast-growing and increasingly globalizing economy. One lacuna is the absence of credible data on the labor market. Employment data essentially pertain to the organized sector, which constitutes less than 10% of the total labor force.

(vii) The financial system in India has a relatively low vulnerability to asset bubbles. There is limited exposure of bank lending to the sensitive sectors, including real estate. While the demand for housing is strong, the overall exposure is moderated by assigning higher risk weights to housing loans than required under the Basel norm.

The monetary policy has been successful in ensuring financial stability when frequent financial crises led to debilitating losses in growth and welfare in large parts of the developing world. It is useful to note that the RBI has been engaged in the development of sound and efficient financial intermediaries and markets so as to provide solid foundation for the effective transmission of the monetary policy through channels of money supply and credit, the interest rate channel, and the exchange rate channel, asset price channel, and expectation channel. In this context, it becomes necessary to touch upon what is called as the “impossible trinity,” or the “trilemma of monetary policy.” The basic message of the trilemma is that a central bank can achieve any two of the following parameters, but not all three: fixed exchange rate, open capital account, and independence monetary policy. The combination of managed flexibility and partial capital account controls has allowed India to resolve, to a great extent, the trilemma of the famed “Impossible Trinity.” With the help of partial capital controls India has successfully enjoyed substantial monetary independence and a fair degree of exchange rate flexibility (Acharya, 2009).




Nexus Between Money Supply Growth and Inflation: Empirical Evidence from India

Our empirical study here attempts to investigate the short-run and the long-run relationship of the money supply and inflation in India. Our study in empirical context employs annual dataset covering the period 1985–2016. The data on the growth of M3 money supply are taken from the World Bank and data on others variables are taken from the RBI, Handbook of Statistics on the Indian Economy. Consumer Price Index (CPI) has been used as the measure of inflation. As the determinants of inflation, the study involves call money rate as the measure of interest rate, rupee/US dollar exchange rate, which is intended to capture the degree of pass-through from the exchange rate to domestic prices and real GDP as a supply side determinant variable of inflation.

Recent years change in the global economy is evidence to the fact that there has been a sharp reduction in degree of exchange rate pass-through, which is empirically tested in many countries. Some have credited this decline to increased globalization over the globe.

The study has incorporated a model for the purpose of analyzing the dynamics of the relationship between the inflation and one of the determinant variables of inflation that is remittances inflow.

CPIt = α1 + α2 It + α3 EXt + α4 Mt + α5 Yt + α6 REMt + εt

The study uses a battery of time series econometric techniques as methodology. Before doing any estimation, we perform several transformations on our data. First, GDP, exchange rate and money supply M3 are transformed in real terms by dividing the variables with the CPI base 2010. After that the real terms of GDP, exchange rate and also the interest rate and CPI base 2010 as a proxy measure of inflation are taken in natural logarithm. The real and log and only log values of the variables are renamed with an “LR_” and an “L_” sign at the front, respectively. Then for money supply growth we have taken the first difference of logarithmic series of real money supply M3 first difference is denoted by D. Then the stationarity of the variables are assessed by testing the presence of unit roots by using the Augmented Dickey Fuller (1981; ADF) and the Phillips and Perron (1988; PP). The ADF (1981) test used on the basis of following regression:

[image: image]

where Yt is the variable under consideration, Δ is the first difference operator, and α, β, γ, and λ are the parameters to be estimated. The test of unit root involves testing λ=0. The null hypothesis is that the variables have a unit root.

Analyzing the result of ADF (1981) and the PP (1988) test of stationarity, the test reveals that the selected variables are stationary at different order of integration, that is, I(0) and I(1). In this situation to assess the presence of long-run relation among the selected variables and their dynamics methodology suggests to apply the ARDL bound test approach of cointegration followed by the error correction model (ECM)– autoregressive-distributed lag (ARDL) model, which is introduced by Pesaran, Shin, and Smith (2001). The estimable form of ECM–ARDL model is stated below:

[image: image]

where the parameter λ indicates error correction term or speed of adjustment to restore equilibrium, and n is the optimum lag-length(s) chosen for the estimation. The parameters βi, γi, θi, πi, and δi indicate short-run multiplier, while parameters μ1, μ2, μ3, μ4, and μ5 stand for long-run multiplier. In this model, the null hypothesis of no cointegration implies μ1 = μ2 = μ3 = μ4 = 0 and alternative hypothesis of cointegrating relation implies μ1 ≠ μ2 ≠ μ3 ≠ μ4 ≠ 0.




Empirical Results and Findings

To assess the possibility of the long-run relationship among the selected macroeconomic variables, time series data of those variables are being used. The first step in this regard is to check whether the concerned variables are stationary or not. The results of the ADF (1981) tests and the results of PP test are revealed in Table 1 (Panels I and II).

The results of Table 1 show that the variable Interest rate (L_I) is stationary at level, that is, the order of integration is I(0). All the variables are non-stationary at level but at the first difference inflation (L_CPI), exchange rate (L_EX), money growth (DL_M3), output (LR_Y), and remittances inflow (LR_REM). Thus all the variables here come out to be I(1), that is, integrated of order one except Interest rate (L_I).

Having confirmed that the order of integration of the selected variables is different but none of the series has an order of integration 2 or higher; ARDL bound testing approach to cointegration is used to study the long-run relation among these variables. As per the objective of our study, the result of ARDL (1, 2, 3, 1, 0) bounds test is reported in Table 2 (Panel I).

The value of F-statistic is 15.57, that is, greater than the value of 1% level of significance, that is, 4.69 in case of one bound. So ARDL bound test is providing strong evidence that the model has a long-run cointegration among the variables.

Table 1:    ADF and PP Unit Root Tests.
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Source: Authors’ calculations.

Table 2:    ARDL Bounds Tests and ECM–ARDL Test Results.
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Having confirmed the cointegrating relations, the present study seeks to estimate the dynamics that inflation and remittances inflow maintain with the selected policy variables. In this regards ECM–ARDL models are estimated and the results are reported in Table 2 (Panel II). The error correction terms obtains from these estimations are statistically significant, which re-confirm the cointegrating relationship. The ECM derives from the cointegrating model of inflation reveals that inflation is affected by interest rate, exchange rate, and output and remittances inflow in short run but there is no evidence of long-term relationship between inflation and remittances inflow.

The study examines the long-run and short-run relationship among inflation rate, remittances inflow, exchange rate, GDP, growth of money supply, and interest rate. The empirical findings from the ECM show that the inflation adjusts to its equilibrium rapidly at a rate of 35% in short run, inflation is determined by its past values, and lag values of money supply growth and output. The result shows that money supply growth can create inflationary pressure in the economy in the second lag.

However there is no significant relationship between inflation and money supply growth in context of India in long run. So it can be considered as a short-term phenomenon in case of India.

Moreover, the estimated ARDL models have passed a battery of diagnostic tests like the serial correlation tests, the normality tests, and the test for heteroscedasticity. These diagnostic tests, in general have confirmed appropriateness of the models. Furthermore, the stability of the ARDL cointegrating models has been examined involving CUSUM tests. The time plots of the cumulative sum of recursive residuals and also the cumulative sum of squares of recursive residuals of both the models, as presented through Figs. 1 and 2, lie within the 95% acceptance regions. These findings indicate that the ARDL cointegrating models are stable.

[image: image]

Fig. 1:    Cumulative Sum of Recursive Residuals Test.
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Fig. 2:    Cumulative Sum of Squares of Recursive Residuals Test.




Conclusion

In what follows from the above discussion is that money supply and its relation with inflation matters utmost in the context of ongoing globalization process. A high priority on understanding the effects of globalization on the Indian economy, particularly to the prudent conduct of monetary policy in India is the need of the hour because the changes in the size of money supply have a number of implications on the macroeconomics variables especially inflation. And an effective monetary policy-making now requires taking into account a diverse set of global influences, even if many of which are not yet fully understood.

Our empirical study tries to capture the inflation dynamics in India involving interest rate, exchange rate, broad money growth, and output over the period 1985–2016 and found a long-run cointegration among the variables by using ARDL bound test. The study examines the long-run and short-run relationship among inflation rate, remittances inflow, exchange rate, GDP, growth of money supply, and interest rate. The empirical findings from the ECM show that the inflation adjusts to its equilibrium rapidly at a rate of 35% in short run, inflation is determined by its past values, and lag values of money supply growth and output. The result shows that money supply growth can create inflationary pressure in the economy in the second lag and found output as an anti-inflationary instrument.




References

Acharya, S. N. (2009). India and global crisis. New Delhi, India: Academic Foundation.

Blanchard, O. J., & Gali, J. (2007). The macroeconomic effects of oil shocks: Why are the 2000s so different from the 1970s? Working Paper No. w13368. Cambridge, MA: National Bureau of Economic Research.

Calvo, G. A., & Reinhart, C. M. (2002). Fear of floating. The Quarterly Journal of Economics, 117(2), 379–408.

Chen, N., Imbs, J. M., & Scott, A. (2004). Competition, globalization and the decline of inflation, Centre for Economic Policy Research Discussion Paper, No. 4695.U.K.

Dickey, D. A., & Fuller, W. A. (1981). Likelihood ratio statistics for autoregressive time series with a unit root. Econometrica: Journal of the Econometric Society, 49, 1057–1072.

Engle, R. F., & Granger, C. W. (1987). Co-integration and error correction: Representation, estimation, and testing. Econometrica: Journal of the Econometric Society, 55, 251–276.

Karmakar, A. K., & Jana, S. K. (2019). Systemic risk management and macro-prudential approach to regulation: How important are they for India? In A. K. Karmakar, M. Roy, & S. Das (Eds.), Emerging issues in Indian banking: Performance, challenges and reforms (pp. 61–79). New Delhi, India: Shandilya Publications.

Loisel, O., Pommeret, A., & Portier, F. (2009). Monetary policy and herd behavior in new-tech investment. In R. Anderson & G. Kenny (Eds.), Banque de France/UniversitZ de Lausanne/Toulouse School of Economics Mimeo (pp. 1–53), Macroeconomic performance in a Globalising Economy, Cambridge University Press.

Moutot, P., & Vitale, G. (2009). Monetary policy strategy in a global environment. Occasional Paper No. 106/August 2009., European Central Bank, Eurosystem. Kaiserstrasse 29 60311 Frankfurt am Main, Germany.

Papademos, L. (2009). After the storm: the future face of Europe’s financial system. In Speech at the conference organized by Breugel, National Bank of Belgium and the IMF, Brussels, March 24.

Pesaran, M. H., Shin, Y., & Smith, R. J. (2001). Bounds testing approaches to the analysis of level relationships. Journal of Applied Econometrics, 16(3), 289–326.

Phillips, P. C., & Perron, P. (1988). Testing for a unit root in time series regression. Biometrika, 75(2), 335–346.

Reddy, Y. V. (2003, January). Parameters of monetary policy in India. In lecture delivered at the 88th annual conference of Indian econometric society.

Reddy, Y. V. (2009). Globalization of monetary policy and the Indian experience. In Inaugural address delivered at 8th Meeting of the BIS Working Party on Monetary Policy in Asia, RBI, Mumbai, June 6–7.

Rogoff, K. (2006, August). Impact of globalization on monetary policy. In a symposium sponsored by the Federal Reserve Bank of Kansas City on “The new economic geography: Effects and policy implications”, Jackson Hole, Wyoming (pp. 24–26).

Shome, P. (2013). Political economy of debt accumulation and fiscal adjustment in a financial crisis. In D. Mahanty (Ed.), Monetary Policy, Sovereign Debt and Financial Stability: The New Trilemma (Chapter 8), India: Cambridge University Press.

Taylor, J. B. (2011). Monetary policy in a global economy: Past and future research challenges. R. Anderson & G. Kenny (Eds.), Macroeconomic performance in a Globalising Economy (pp. 269–272), Cambridge University Press.

Trichet, J. C. (2009, August). Credible alertness revisited. In speech presented at the annual symposium on financial stability and macroeconomic policy organised by Federal Reserve of Kansas, Jackson Hole, Wyoming (Vol. 22).

White, W. R. (2012). Credit crises and the shortcomings of traditional policy responses.




 


Appendix

Table A1:    Frequency of Changes in Monetary Instruments in India (2001–2002 to 2017–2018).
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Source: Handbook of Statistics on the Indian Economy, RBI.
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Chapter 26

Impact of Monetary Policy on Indian Economic Growth and Price Stability in the 21st Century: An Exploratory Study

Avijit Brahmachary


Introduction

Monetary policy refers to a macroeconomic policy of a nation usually operated by the central bank to achieve varied macroeconomic objectives like price level stability, increase of national income and employment, smoothing of consumption, etc. It is a demand side economic policy used by the government of a country through the management of money supply and interest rates. In India, the central bank RBI occupies the apex authority to implement the monetary policy in the nation according to different needs. Theoretically, monetary policy may be expansionary as well as contractionary in nature. Increasing money supply with interest rate reduction refers to the expansionary monetary policy and the reverse is known as contractionary policy (Rangarajan, 1997).

In India, monetary policy has a wide role and, therefore, the authority always try to design it to meet different requirements of the nation. By regulating the supply of money stock and interest rate the monetary authority offers cheap or dear credit to both the producers and consumers in the economy which influences the demand for goods and services. Thus, monetary policy of a country like India attempt to augment or discourage to spend on goods and services and thereby controls the economic activities including price level stability.

During the late 1980s the economy was suffered from a number of serious macrocrisis. Among which the foreign debt and foreign exchange reserve crisis was very serious and lead the economy into foreign debt trap. Low volume of export and increased import along with high international oil prices makes the situation more severe. Since the country was in a critical situation, no alternative was there and consequently India accepted the loan and designed a number of reconstruction policy in different sectors for economic stabilization and adopted the liberalization policy over a number of sectors. The policy advocated for economic reforms through the reform of different individual sectors such as fiscal, monetary, industrial, financial, export–import, etc. (Mohanty, 2010; Rangarajan, 1997).




Objectives and Data of the Study

The broad objectives of the study are:

(i) To understand the importance of monetary policy as an effective regulatory policy in India context.

(ii) To evaluate the performance of monetary policy in India in the recent past specifically after the introduction of liberalization policy in India in 1991.

(iii) To identify the major instruments of monetary policy in India and their use in the country to control monetary stability.

(iv) To evaluate the performance of Indian monetary policy and its effectiveness to maintain price level stability.

To fulfill/cover all these objectives properly we have mainly relied on the secondary data source and information which were published in different books, journals, magazines, or uploaded in some respective websites. Clubbing all these scattered secondary information, here we have tried to fulfill the entire objectives one by. For this analysis here we have considered the post-Lehman period (2008–2015) in India context.




Importance of Monetary Policy in Developing Nations Like India

According to the need of the country the government of every economy designs their monetary policies. In India the main objective of government monetary policy is to ensure the price level stability and growth. Monetarists have identified the some specific goals or objectives of monetary policy in India perspective (Kapila, 1997; Reddy, 2002) – price stability, employment generation and full employment, economic growth, interest rate stability, financial market stability and foreign exchange market stability, and balance of payment (BOP) equilibrium.




Monetary Policy in India After Liberalization to Present Year

During 1991–1992 the economy slowed down significantly and government introduced stabilization policies to overcome the problem. Monetary policy in that time has designed to keep price stability along with BOP improvements. Unfortunately, except foreign exchange reserve improvement the policy failed to reduce inflation and BOP crisis in the country, and, therefore, the monetary authority carry forwarded all the prime objectives of 1991 monetary policy for the next year also.

The Asian financial crisis gripped in East Asia beginning in the mid-1997 and loomed a fear worldwide about economic meltdown. The crisis started in Thailand and spread over in other East Asian countries. Indonesia, South Korea, and Thailand were the most affected countries by the crisis. Hong Kong, Malaysia, Laos, Philippines, China, Singapore, Taiwan, Vietnam, Japan, etc., are also affected due to such crisis but less significantly. However, the Indian economy has not suffered severely from this East Asian Crisis and the government along with RBI managed the situation tactfully with prudent monetary policy. In 1999–2000, inflation level of the country reached at a very low level, around 2–3% per annum. The BOP position improved significantly with a low current account deficit.

In the year 2006–2007 the economy witnessed a good economic growth with strong BOP position. But, at the same time the inflation has started to rise significantly and it was a major concern to the government to control high inflation in this period. The year also experienced a significant current account deficit though export grew significantly. It indicates the import growth outweigh the export growth in the year at a very fast rate due to rise in international oil prices and, therefore, the growth momentum that was experienced from 2002 to 2006 took a pause in 2007 mainly for global inflationary pressure (Economic Survey, 2008–2009; RBI Annual Report, 2007–2008).

In 2008, the global financial crisis due to housing bubble in developed countries and consequently financial meltdown and economic recession in the developed nations had large impact on Indian economy. As compared to the previous year the economic growth has slowed down to 6.7% in 2008–2009. Due to slowdown of the economy unemployment have emerged as a major concern in this period. However, the monetary authority has followed a flexible monetary policy to tackle the adverse effect of global financial crisis in India. The details of monetary policy in the event of global financial crisis outbreak from subprime lending crisis have explained separately in subsequent section.

The annual monetary policy for the year 2010–2011 targeted the economic growth rate at 8% per annum and a moderate inflationary pressure at 5.5–6% by March end. Focusing on the rising inflationary trend in the economy the central bank has given main focus on price stability. Additionally, to accelerate economic growth they also tried to manage liquidity offering moderate interest rate consistent with price, output, and financial stability. RBI thereby increased the CRR from 5% to 6%, repo rate to 7.25%, and reverse repo rate to 6.25%. In 2012–2013, the RBI team under the chairmanship of the governor D. Subbarao have received the annual monetary policy and touched upon various issues such as Basel III in Indian banking system, Non-Bank Financial Corporation (NBFC) regulation, gold loan financing companies, etc. In their first bi-monthly policy statement for the year 2015–2016, RBI keep unchanged the short-term lending rate at 7.5%, CRR at 4%, and SLR at 21.5%. For the financial year 2015–2016, the estimated GDP growth rate has set at 7.8% at the end of March 2016. Due to cautious and tight monetary policy the inflation level at the end of 2015 has been reduced slightly (RBI Annual Report, 2015–2016; RBI Annual Report, 2016–2017).




Major Instruments of Monetary Policy in India

The monetary authority in India uses two types of instruments to attain some predetermined targets – quantitative tools and qualitative tools. Quantitative tools are usually known as the general tools of monetary policy which are related with the quantity/volume of the credit in the economy and used frequently in India by RBI. Some of the major tools under quantitative credit controls are – bank rate policy, open market operations, variable reserve ratios, etc. On the other, fixing margin requirements, credit regulation and rationing, credit control through directives, moral suasion, etc., are fall under the head of qualitative credit control mechanism of the country. Monetary authority in our country uses a mix of both quantitative and qualitative credit control instruments simultaneously to achieve a predetermined target (www.rbi.org).

Under the credit regulation method the down payment of the loan, the installment amount, the loan duration, etc., are controlled to regulate the volume of credit in the economic system. To check the credit use in targeted sector and also to control inflationary pressure credit regulation mechanism is now frequently used by the monetary authority in India. On the other, credit rationing is another qualitative credit control mechanism where the central bank (RBI) sets the volume of credit to be granted. Such limit may be sector specific, credit volume specific, bank specific, etc. For example RBI may ration credit limiting the volume of credit granted for each commercial bank. This retards the credit expansion by the banks in every sector and compelled them to offer limited credit toward the targeted sector lowering the credit exposure to unwanted sectors. Thus, both credit regulation and credit rationing helps the monetary authority to achieve the targeted credit expansion/contribution plan in the economy without affecting the total volume of credit throughout the country overall the sectors.

Besides, RBI issue different directives to commercial banks in framing their lending policy time to time. With these directives RBI can influence the credit structure and volume of credit of different commercial banks for a specific objective. RBI may impose different short of penalty on a bank due to not following the directives/guidelines properly. Besides, RBI may offer some suggestions to banks without imposing any strict rules and actions. However, the static picture of key indicators does not reflect the journey of monetary policy in India since 2010, which is just after the global recession throughout the world. Sometimes, the authority followed expansionary policy and sometimes contractionary policy to tackle the situation. The changes of some key indicators in the country in every six months have been shown in Table 1 to reflect the picture more comprehensively. During 2010–2011, the inflationary pressure was very high at 9.8% and, therefore, the monetary authority has given more importance on anti-inflationary policy frame. As a result in September 2011 the economy witnessed a high repo (8.5%) and reverse repo rate (7.25%). Though in the first two quarter in 2011, the inflation rate has reduced slightly to 7.6%; in 2012 it again rose to 9.6%. Up to 2012–2013, Indian economy experienced a very high inflationary trend mainly contributed by the high consumer price index (CPI).

However, the monetary authority tried to control the inflationary pressure with the change (specifically increase) of repo, reverse repo, and bank rate frequently in different quarters. But simultaneously the authority reduced the two key reserve ratios, CRR and SLR, from their high/peak level. Whereas the CRR was 6% in September/October 2010, reduced step by step to 4% in April 2013, and kept unchanged at that level still now. Similarly the SLR level has also reduced step by step from 24%. The reduction of reverse ratios accompanied with rise of bank, repo, and reverse repo rate by RBI in India managed the inflation at tolerance level and smoothen the liquidity to encourage further investment (Smith, 2010).

Table 1:    Some Key Monetary Indicators Since 2010.
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Source: www.rbi.org




Global Financial Crisis and Indian Monetary Policy

Initially the subprime crisis was emerged in the US housing mortgage market in 2007 and gradually spread over in other developed countries and leads a global financial crisis. The situation became more severe after the collapse of Lehman Brothers in September 2008. The overall crisis leads to a global economic meltdown and a rapid slowdown of economic growth in the United States and other different countries which give a lesson to the policymakers that financial crisis may spread to every economy including so called developed nations like the United States irrespective of its degree of globalization, economic strength, and competitiveness.

However, the effect of the financial crisis on the Indian economy was not very significant in the initial stage. Some policymakers in India belief that such crisis will have zero or very mild influence on the emerging nations including India and they told that it is the problem of developed nations like United States and others. Unfortunately, very soon such belief proved baseless as global financial crisis began to intensified and spread to the emerging nations (Bajpai, 2011). It is true that the US meltdown had little impact on India at initial stage due to strong fundamental of the economy, well-regulated banking system, and less exposure of Indian financial sector in the global subprime mortgage market.

Table 2 shows that due to global meltdown in 2007–2008, all the sectors of the economy have declined at different magnitude in 2008–2009, but have witnessed some sort of recovery in 2009–2010 onwards. In case of financial sector the blow was more severe than other sectors but managed the crisis using prudence monetary policy. The overall impact of the global economic crisis on country’s external sector can be analyzed through the BOP position of the economy. The BOP positions of Indian economy during 2006–2007 to 2010–2011 indicates that just after the global crisis India’s BOP position in 2008–2009 turned into negative (−20080 US $Million) showing that the crisis severely hit the flow of capital into the country. However, the economy recovered from such a sudden shock from 2009 to 2010 onwards and showing a positive balance in country’s BOP account (Walia, 2012).

To counter the negative effect of the global financial crisis on Indian economy the central bank (RBI) took a number of policies to enhance liquidity toward the productive sector for future economic growth. The short-term immediate challenge to the government was to maintain stability on inflation and growth of the economy through a combination of monetary and fiscal measurement and the medium- to long-term objective was to achieve a self-sustaining economic growth through proper fiscal management.

However, In the post-Lehman period, India experienced huge capital outflow due to sell off in equity market by the foreign Institutional investors and thus a severe correction in the domestic stock market. However, fortunately the Indian banking sector was not affected severely at the initial stage due to their very low or zero exposure to the subprime asset market. Only few non-bank financial companies and mutual funds (which have very good exposure in the equity market) were affected due to such crisis. As the panic spread over in the equity market many corporate and institutional investors started to redeem their mutual fund holding for bulk fund withdrawal to protect their huge loss due to fall of net asset value (NAV) of the unit and thereby a huge sell pressure in the mutual fund market. This put a liquidity problem for NBFCs as mutual fund is an important source of funds to NBFCs. In this time external credit sources have reduced significantly and the demand for domestic credit (bank credit) by the corporate have increased (Mohanty, 2017).

Table 2:    Growth Rate of GDP (Sector Wise) in India.
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Source: Planning Commission of India.

Over the time, the global financial crisis impacts the real economy and eroded the demand for private consumption and investment. Export demand contracted and domestic aggregate demand also moderated and showed a very sharp decline of private consumption. To combat with such real sector shock in the economy, government relied on fiscal measurement, and offered different tax cut and expenditure enhance initiatives. Unfortunately, such measure contributed a huge fiscal deficit of the government in the second half 2008–2009. Thus, the Indian economy also affected gradually due to global financial crisis. According to RBI governor Dr. Subbarao “the ‘decoupling theory’ was never totally persuasive” (Subbarao, 2008). The Mohanty clarified the situation

As the crisis intensified, particularly after the Lehman collapse, the global shocks first impacted the domestic financial markets and then transmitted to the real economy through the trade, finance and confidence channel.

To analyze the effectiveness of monetary policy in India through some key ratios such as CRR, SLR, repo rate, reverse repo rate, etc., during the global recessionary period we have carried out a study here which provides a crude indicative result in this respect. Specifically the study has been conducted to analyze the changes of CRR, repo, and reverse repo rate on inflation in India context from January 2008 to November 2013. Our basic hypothesis is that increase of CRR, repo, and reverse repo rate has some negative effect on inflation. Using the secondary data on CRR, repo, reverse repo rate, and inflation multiple regression analysis and ANOVA have done here to analyze the impact of these key policy rates on inflation empirically in India perspective during the global recession. Here, we have collected data on these indicators from January 2008 to November 2013 (36 observations). The model for this study consists of a number of variables:

[image: image]

where I is the inflation rate, RR the repo rate, RVR the reverse repo rate, C the cash reserve ratio, and ei, the error term.

Hence the resulting equation is:

[image: image]

In Table 3, the calculated F-value is greater than the table value of F at (3,32) degrees of freedom at 5% level of significance. Hence the model concludes that there is a significant impact of key policy rates on inflation. The combined effects of repo rate, reverse repo rate, and CRR on inflation have explained about 71% of the inflation variation which indicates that the model fits the data satisfactorily. However, the co-efficient of CRR is not in line with our expectation and shows a weak effect on inflation as compared to the variation of repo and reverse repo rate to curb inflation in India context during 2008–2013. Thus our study indicates that some key policy ratios of monetary policy (specifically repo and reverse repo rate) have contributed significant impact for price stability during global financial crisis.

The outcome of these initiatives by RBI was commendable in Indian economy as the crisis was not severe and long lasting in the economy due to prompt action of RBI monetary policy and government fiscal policy simultaneously. The liquidity injection measure as adopted by RBI to combat the situation does not show any unusual increase or decrease of asset quality in the RBI’s balance sheet (Mohanty, 2017). Our empirical study clearly indicates that (Table 3) the key policy ratios of monetary policy (specifically repo and reverse repo rate) have contributed significant impact for price level stability during global financial crisis in India context. Indian monetary authority have successfully maintained the price level stability in the era of global financial crisis (2008–2013) without any serious asset erosion.

Table 3:    Summary Output of Regression and ANOVA.
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Source: Computed from the secondary data.




Conclusion

The present analysis mainly focus on the issue that Indian monetary policy has been playing a very crucial role since long back and to keep price level stability along with increased credit demand the monetary authority is working hard to maintain a balance trade-off in the economic system. Even in the situation of global financial crisis in 2008–2009, the initiative of monetary authority was highly admirable and prudent policy frame able to remove the bad effects of the crisis very quickly. Our empirical study result also supports that Indian monetary authority effectively controlled the price level stability during the global recessionary situation with different key policy rates. Though, it is true that simple ANOVA can’t cover all the dimensions of macro impact associated with different monetary policy decisions, and, therefore, few people thinks that such analysis is not creditworthy or meaningless. But it should be noted that throughout the world researchers are gladly accept the ordinary least square and ANOVA to represent a crude indicative result of any study. In this regard our analysis rightly analyzed the impact of some key policy rates to maintain macro price stability in India. However, in the present scenario the Indian monetary authority mainly focus on the recovery of the economy, and therefore, highly concern about the market liquidity. Since nowadays Indian economy experiences standard comfortable market liquidity, therefore, the main focus of the monetary authority is to achieve a golden growth path for the economy with a moderate price level stability and low level of exchange rate volatility. Experience tells that the authority can achieve its target for a long run with the support of a balanced fiscal adjustment.
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Chapter 27

Credit Insurance under Different Policy Regimes and Associated Risk of Crisis
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Abstract

The systematic risks related to credit financing has received significant attention in the academic domain during and after any financial crisis. However, the role of insurance has not been adequately studied in the context of crises. The extant literature also shows that the scale of credit financing depends upon the availability of credit insurance and on the policy orientation. Past evidence shows that demand for credit insurance was significantly high during the crisis period. Therefore, this chapter proposes to study the role of various combinations of these two aspects near the period of crisis. The findings of this chapter are based on the outcomesof previous research articles on these topics. The research articles are gathered from various online databases for the years 2000–2014 for the G7 economies. This chapter has alsoincluded facts from contextual policy documents on monetary and fiscal policies where it finds them necessary. Broadly, this chapter describes the role of policies when two mutually dependent industries interact and adversely impact market equilibrium.

Keywords: Expansionary monetary policy; credit regulation; insurance regulation; credit crisis; G7 economies; demo effect
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Introduction

The risk is inevitable in any trade. Some risks are manageable while others are not. The trouble increases when risk is associated with fundamental factor of production. In this context, credit risk is one of those risks which impacts the largely interconnected financial markets. Now the question is whether these risks can be manageable? There are numerous answers available to this question in the academic domain. Some of the answers may be strict financial regulations, protectionism, hedging, insurance, etc. There are many positive as well as negative outcomes associated with each of the alternatives discussed in the previous statement. Therefore, popularity also varies accordingly. However, insurance has been a popular choice among traders and firms to safeguard themselves against the various kinds of business risks in the market-oriented economies (Funatsu, 1986). The governments actively promote insurance as it reduces the extra burden of regulatory cost, and, at the same time it boosts economic growth by increasing the risk-bearing capacity in any economy. However, insurance has both the properties of safeguarding from the risk and amplifying the risk. Therefore, prudent regulations are important to make this instrument remain viable at the market places. Regulations are especially crucial in those domains where risk is originated from fundamental factors of production. Thus this concern worths appropriate attention from industry as well as policy fronts. The insurance domain need this discussion to resolve the issues related to systematic risks. Whereas for policymakers to avoid the crises is major concern. This study intended to cover credit insurance because during the two biggest crisises, consumption of credit insurance grew significantly (see Fig. 1). This lead a question what role credit insurance can play in crisis like situations.

This study is also crucial because when countries participate in domestic and international trade, insurance signaling becomes an important factor for policy formulation. In expansionary policy regime, the strength of insurance signaling becomes more powerful. In the absence of sound industry regulations, insurance signals get further strength to influence markets. Therefore this study argues that insurance cover for credit risk under expansionary monetary policy regime may induce the uncontrolled signals which increase domain-specific financing. This in turn ends up with odd situation if insurance signaling is not well regulated. For instance, during the GFC 2008, when most of the governments intend to infuse the liquidity with moderate the regulatory grip on the credit financing, credit insurance became the only alternative for lenders to protect themselves against risk of default. However, these techniques of transferring risk may lead to two types of challenges; first possibility is that credit insurance covers under a liberal policy regime may land up in market driven adverse selection problem (i.e., risky asset selection). The other challenge under expansionary policy regime is quasi regulatory status of insurance. This means that when insurance cover is only alternative in the market to guard against any uncertainty, then expansionary policy injects extraordinary signaling power in insurance domain. This phenomenon was widely visible during GFC 2008 (see Fig. 1). Fig. 1A, however, depicts only a slight drop in 2011 but this was due to the region-specific nature of this crisis. Fig. 1B depicts the expansionary monetary policy regime in G7 economies and loss of output during the GFC 2008.
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Fig. 1A:    World’s Trade Credit Insurance Market During Global Financial Crisis (GFC) 2008. Source: Drawn by the Authors.
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Fig. 1B:    The Monetary Policy of G7 Economies and Output Loss During GFC 2008. Note: The output loss is computed as a percent of GDP. The monetary expansion is calculated as the change in the monetary base between its peak during the crisis, that is, 2008, and its level one year before the crisis, that is, 2007. Monetary expansion is the same for all Eurozone countries. They are measured in the Eurozone to reflect the standard monetary policy calculations, and definitions are taken from Laeven and Valencia (2012) study. Source: Drawn by the Authors.

However, GFC 2008 and debt crisis 2011 have not only impacted credit insurance market but also adversely affected the overall property and casualty markets. For example, Fig. 3(A) and 3(B) depicts the effect of crisis on overall premium, and on the premium change rate of G7 economies. These insurance outcomes can be attributed to the overall fall in economic output across all the sectors.

This lead a need for further investigation of overall fall in the output during the crisis periods due to insurance signaling and regulatory regime prevailing during that period.

The remaining chapter is divided into six sections. The immediate next section focuses on literature review and gap. Third section presents the theoretical framework of current discussion. Fourth section is about articles collection (data). Fifth section discussed the scenario of two industries under three subheadings for each of the G7 economies. Sixth section presented summary and major findings of this chapter.
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Fig. 2:    G7 Economies’ Trade Credit Insurance Market During GFC 2008. Source: Burne Union Annual Report. Note: This depicts the short term, credit insurance markets in G7 economies. The United States represents the largest size of the credit insurance market while Canada represents the smallest size of the credit insurance market.
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Fig. 3:    Impact of the GFC on Foreign Participation and Gross Premium Growth Rate. Source: OECD Statistics.




Literature Review

The focus of academic research on trade finance has significantly grown after GFC 2008. However, a few articles have studied the role of credit regulations and credit insurance during the period of crisis (Auboin & Engemann, 2014; Borchert & Mattoo, 2009; Chor & Manova, 2012; Funatsu, 1986; Jones, 2010; Van der Veer, 2015). For example, Chor and Manova (2012) tested the impact of the cost of financing on export to the United States. They found that the countries with higher interbank rates exported less to the United States during the crisis. They stated that this effect was more prominent on the sectors that are sensitive to external financing. Van der Veer (2015) found that there is a positive correlation between private trade credit insurance and export. Borchert and Mattoo (2009) have shown that during the GFC 2008, export of goods shrank faster than the export of services. Bricongne, Fontagné, Gaulier, Taglioni, and Vicard (2012) found that most of the big firms were affected by the GFC 2008. Auboin and Engemann (2014) found a strong positive relationship between export and trade credit insurance. They found that insured firms were stable in terms of external trade and there was little to no impact on these firms. On the other hand studies focusing on monetary expansion can broadly be classified into two strands of literature, namely studies that are advocating monetary policy and the other strand of literature has questioned the validity of monetary policy in offsetting impact of potential credit crisis. In this regard Mishkin (2009) argued that monetary policy is more powerful during financial crisis. Christiano, Gust, and Roldos (2004) argued monetary policy increase the welfare only when there are no frictions in setting the output levels in the economy. Svensson (2011) argues that financial crisis was not caused by liberal monetary policy, but it was caused by global imbalances and poor regulatory landscape. Schularick and Taylor (2012) argued that credit growth is powerful predictor of financial crisis. This study is in turn associated with the opposing strand of literature. Cukierman (2013) argued that the productivity of bank credit was incredibly low just before onset of GFC 2008. However, there is no study available which studied the signaling role of insurance market resulting in credit crisis amidst the expansionary policy. The aim of present study is investigated the relationship between credit regulations, credit insurance regulation in getting credit crisis under the regime of expansionary policy.




Theoretical Framework and Hypothesis Development

In insurance markets, information asymmetry has been a crucial issue. Akerlof (1970) explained in his seminal work that if information asymmetry increases beyond a certain limit, it can cause market failure. Therefore, information regulation is also a critical aspect of regulatory economics. The normative regulatory theories argue that regulation should minimize the cost of information asymmetry, encourage competition, and incentivizing operators to achieve efficiency. Here, in the current discussion, from a theoretical perspective, three factors are important, namely alignment of regulator’s objective with that of operator’s objective, cost of information asymmetry, and risk premium. This chapter aims to highlight the position of dependent industry in amplifying systematic risk when the ether of the industry or both of the industries are deregulated. Theoretically, this part is not much focused in the extant literature. Thus, the current study is intended to find the answer of following questions;

Q1. Under the expansionary monetary policy regime, whether the interaction of deregulation in insurance sector along with deregulation in credit markets increases the risk of credit crisis?

Q2. Under the expansionary monetary policy regime, whether insurance markets create demo effect for credit financing markets which in turn increase the risk of credit crisis?




Data and Methodology

For the present analysis, we need comprehensive qualitative data. Therefore, for in-depth analysis of the current question, we focused our discussion on G7 economies. For the purpose, we have collected data for four subthemes, such as credit regulations, credit insurance regulations, general insurance regulations, and financial regulation for each of G7 countries by coining following terms.

Loss of output = Credit regulation * Insurance regulation +
Expansionary monetary policy + Error

Loss of output = Regulation free creditmarkets * Insurance regulation +
Expansionary monetary policy + Error




Discussions Over Regulatory Landscape of Credit Financing and Insurance Covers in G7 Economies

I-A. Financial and Credit Regulatory Landscape in Japan: Japan has very strongly regulated credit policy following Japan’s financial crisis in 1990 (Harada, Takeo, Masami, Satoshi, & Ayako, 2015). They have reformed the banking sector. During this policy reformation process, they have mainly focused on the non-performing assets and systematically important banks. This regulatory orientation, later on, gave birth to the concept of too big to fail. Japan was also the earliest adopter of Basel II guidelines and was able to implement it fully by the end of 2007. Unlike US banks, banks in Japan has been focusing on soundness rather than profitability (Sato, 2009). The minimum required qualitative and quantitative restrictions have been maintained to limit the foreign participation risk (Sato, 2009). Though the monetary policy orientation was expansionary before and near the crisis period (Hoshi & Kashyap, 2012). The expansionary monetary policy along with credible financial mechanism has shown the positive trend in GDP growth during the pre-GFC 2008. Additionally, articles 157, 158, 159, 166, and 197 of Financial Instruments and Exchange Act 1948 and Punishment of Organized Crime and the Control of Criminal Proceeds (APOCCCP) have been limiting financial misconduct with specific focus on securities fraud, spread of rumors, price manipulation, insider trading, and organized crimes such as money laundering and shadow banking.

I-B. Insurance Regulations and Credit Insurance Landscape in Japan. In Japan, the insurance industry has a long history of price regulation, and currently Non-Life Rating Organization regulates the prices of property and casualty. In addition to price regulation, Japan has many preventive regulations against price fluctuation, contingency provisions for catastrophic risk, and provisions on losses against the potential loss of loans, provisions against unrealized gain (85%) and losses (100%). In terms of solvency standards in insurance domain, Japan there is a minimum requirement of 200% solvency margin ratio which can be calculated by following formula (Cummins & Venard, 2007).

= Amount of margin / (0.5 * Total amount of risk * 100)

I-C. Post-GFC 2008 Scenario in Japan. During the crisis period, credit sector in Japan was fully regulated. Therefore, only residual credit risk is hedged with the insurance contracts (Yamori, 2015). Despite highly regulated scenarios in both the industries, massive corporate bankruptcies had taken place in Japan after GFC 2008. This may be due to the sharp fall in real economic activity in the world and higly world integrated economic setting. As a result, Japan government has taken many monetary and fiscal measures to improve the economic environment.

II-A. Financial and Credit Regulatory Landscape in Italy. Away from Japan’s policy orientation, the problem of Italy lies in their polar opposite economic orientation. Left supported financial stability and lower public debt while right supported expansionary policies (Di Quirico, 2010). After 1990 and before GFC 2008, there has been a cyclical change in their expansionary and austerity policy measures. From 2000 to 2007, economic growth of the Italian market was very slow. Just before the GFC 2008, the right gained power in Italy. They were inspired by the policy orientation of austerity and financial stability; therefore they were following contractionary monetary policy.

During this period some banks had been consolidated. This, in turn, had given emergence to full-fledged private credit markets dominated with small and medium size banks. The traditional firms were unable to compete these banks. Therefore, medium and big size banks had become leading lenders in Italian credit market (Bulbarelli, 2016). The government offered a liberal tax regime for housing credit to promote housing markets. The government has provided tax reliefs on capital gains on houses, mortgage interest, and property (Baldini & Poggio, 2014).

II-B. Insurance Regulations and Credit Insurance Landscape in Italy. Although Italian banks and insurance markets are very old in Italy but these markets did not grow in size (1.4% market share) (ANIA, 2017–2018; Swiss Re, 2014). The credit insurance markets are very recent phenomenon in Italy. Since the large part of the credit market in Italy is dominated by banks. Therefore, they have recently started significantly impacting the credit insurance markets in Italy. They started bundling credit products with credit insurance products (Swiss Re, 2014).

The overall non-life insurance sector in Italy is also small in size and dominated by automobile insurance (Bulbarelli, 2016). In 1994, to encourage more private participation in insurance sector, policymakers in Italy had first time started liberalizing its insurance markets which in turn affected insurance price (major shock of price liberalization in the industry was felt in motor insurance markets). Policymakers attributed this to the collusive behavior among insurance firms (Coccorese, 2012). In response, the Italian Antitrust Authority found many cases of breaching anti-competition and antitrust law. Legislative Decree 142/2005 was passed. This had brought many reforms such as building the risk capacity, threshold regulations for intra-group transactions activity among larger insurance companies, and regulation for information sharing (Vozzella, Gabbi, & Matthias, 2014).

II-C. Post-GFC 2008 Scenario in Italy. After GFC 2008, the Italian economy was not much affected, and only larger corporations felt shocks of subprime crisis originated from Lehman Brothers. The reason for less severity of GFC 2008 in Italy had been smaller sizes of insurance and banking markets, dominated by small and medium enterprise (SMEs) (Bulbarelli, 2016). Therefore, not much credit reform has been observed after GFC 2008 at the preventive stage of crisis (Di Quirico, 2010).

III-A. Financial and Credit Regulatory Landscape in Canada. Canada has set up a centralized banking supervision system that regulated mortgage investment and banking lending (Bordo, Redish, & Rockoff, 2010). Canadian Bank Act focuses on two primary goals, namely protecting depositors’ funds, ensuring the maintenance of cash reserves. World Economic Forum ranked Canadian banking first out of 134 countries. Many countries including the United States have appreciated the soundness of the banking industry in Canada. Canadian banks have promoted conservative mortgage markets. In terms of credit markets, household credit growth has been stronger than business credit growth (Allen & Engert, 2007). The monetary policy landscape of Canada was expansionary with appropriate consideration for inflation targets. In order to promote housing schemes, many promotional housing schemes were launched in Canada including tax reliefs and subsidies (Pomeroy & Falvo, 2013; Gordon, 2017).

III-B. Insurance Regulations and Credit Insurance Landscape in Canada. Canadian insurance industry has been under tight government regulations of both provincial and federal governments. The Financial Stability Board ensures that all the activities related to mortgage or loan insurance adhere to “FSB Principles” and stick to RMUP.1 Specific to insurance firms, in Canada after 2003 Minimum Asset Test has been replaced by Minimum Capital Test for the domestic firm, and Deposit Adequacy Test was replaced by Branch Adequacy Test for the branch. In contrast to Italy, credit insurance and credit guarantee markets are well developed in Canada because credit insurance had been part of a housing policy initiative (Pomeroy & Falvo, 2013).

III-C. Post-GFC 2008 Scenario in Canada. Although both the industries in Canada were highly regulated yet, Canada was severely affected by GFC 2008. This was due to the close relationship between the economies of Canada and the United States. This strength of correlation was increased after the Canadian–American free trade agreement in 1989 and the North American Free Trade Agreement in 1994. Canada has been generating a significant amount of trade surplus from US export activities. Additionally, both have also been working together on climate and environmental issues (Li & Li, 2013).

IV-A. Financial and Credit Regulatory Landscape in Germany. German financial system is based on three pillars: first pillar composed of private credit institutions and constitutes about 40% market share (legal structure and ownership structure); second pillar is composed of saving banks (two types of groups: local banks and regional groups); and third pillar composed of cooperative banking group; there is fourth group as well, known as “others.” The fourth group composed of mortgage banks, building and loan association, and some special purpose banks (Behr & Schmidt, 2015). In 1992, the Solvency Directive and Own Funds Directive (mainly were based on Basel I) are brought into Banking Act. Again in 1993, capital adequacy and financial services were further amended. In 1998, Harmonization of Bank and Security Related Regulations were added in Banking Act. In July 2002, some changes were made in the Banking Act relevant for capital requirement regulation. In December 2002, the BaFin published the minimum capital requirements for the credit business. Around 2007, Germany has again amended Banking Act by implementing Revised Banking Directive and the Revised Capital Adequacy Directive. Bank started applying the regulation in January 2007 (Brown, Passarella, & Spencer, 2014).

IV-B. Insurance Regulations and Credit Insurance Landscape in Germany. The German insurance industry was highly regulated before July 29, 1994. But after that the German government has liberalized the industry. The liberalization, in turn, impacted the whole German insurance industry simultaneously. Credit insurance with penetration rate 0.04210 is very recent in Germany and less than 8% of companies are covered under credit risk. Due to lack of sufficient awareness credit insurance regulations have not received much regulatory weight in Germany (Berry-Stölzle, Thomas, & Patricia, 2012). However, the crisis has impacted credit insurance demand in Germany. The credit insurer has varied from 33% (2004) to 106% (2006). But, they could avoid massive bankruptcies by applying dynamic management of insuring credit limits (Swiss Re, 2006).

IV-C. Post-GFC 2008 Scenario in Germany. Germany is a peculiar model where deregulation never gripped the German financial system, but still it was severely affected by the GFC 2008. This was due to the “export-led mercantilist” model of growth (Trade to GDP ratio varied between 52% and 90% in 1990–2007). Additionally, the German financial sector was highly dependent on foreign assets. In 2007–2008, Germans had nearly €5 trillion foreign assets out of which 50% were held by German banks (Detzer et al., 2014).

V-A. Financial and Credit Regulatory Landscape in the UK. Similar to the United States, the main cause of GFC 2008 in the UK was financial deregulation started in 1970. Cheap credit markets had encouraged rise in asset price. The privatization along with liberal tax policies toward pensions, housing, and other vulnerable services had made the credit markets volatile. The deregulation in the financial sector, lower interest rates, increasing asset prices, and regulatory freedom to securitize credit receivables had increased the willingness of UK banks to expand credit finance (Montgomerie, 2006). In short, the government in the UK was focusing on the progress of non-inflationary growth policies. The liberal regulations had also provide room for the fraudulent activities in the UK’s financial sector. As a result, massive bankruptcies took place in the UK during 2008–2009 (Adam, Browne, & Heady, 2010).

V-B. The Insurance Regulations and Credit Insurance Landscape in the UK. The property and causality insurance (PCI) domain in the UK is dominated by Mortgage Indemnity Insurance. This, in turn, makes the credit insurance markets very risky to any sort of financial shocks (Baluch, Mutenga, & Parsons, 2011). Therefore, UK has incorporated regulations related to capital adequacy “individual capital assessment” similar to the own risk and solvency assessment (ORSA) regulation in Solvency II. After, 1990, due to the effect of the earlier crisis, the credit insurance landscape changed significantly. As a result, the price of mortgage indemnity guarantee (MIG) increased, and risk models had been revised, and regulation for securitization was removed (Blood, 2001).

V-C. Post-GFC 2008 Scenario in UK. Post-GFC, economy of UK was severely affected. Many big banks such as Bradford and Bingley Building Society, Royal Bank of Scotland Group, Halifax Bank of Scotland (HBOS), and Barclays and HSBC were affected so much that either they were nationalized or merged to some other groups (Reinhart & Rogoff, 2008). However, in response to post-GFC 2008, massive reform has taken place in the UK. Policymaker brought approximately 80 major reforms in the domain of banking. Main reforms are Basel III solvency reform in the banking sector. Other reforms were ring-fencing, bail-in, less exposure, stress tests, changes in remuneration codes, Banking Act 2009 (early solvency measures) (Ewald, 2011), CRD II, CRD III, and CRD IV across the EU for liquidity.

VI-A. Financial and Credit Regulatory Landscape in France. Before 1980 era, the financial system in France was highly regulated and compartmentalized. France had started its deregulation in the mid-1980s and continued through 1990. The Banking Act 1984 had brought substantial change in the regulatory landscape of the French financial system. France had removed all types of credit controls and brought the universal banking model like other European countries (Blot et al., 2013).

Where, on the one side, inside national boundaries, financial liberalizations have provided experimental opportunities to all types of business firms, on the other hand, European Union’s single market theory along with a change in the global market scenario had significantly affected the regulatory landscape of financing in France. In 2007–2008, French government cut the tax rates (tax-to-GDP ratio from 44% to 40%) to provide work incentive to workers, to improve business competitiveness, to encourage wealthy persons to remain in France (Blot et al., 2013). Since 1999, France has been following the common monetary policy (set by the European Central Bank (ECB)). The ECB has the main objective of keeping inflation level lower than 2% and maintain the price stability.

VI-B. Insurance Regulations and Credit Insurance Landscape in France. In terms of non-life insurance regulation, massive regulation took place in 1973. In 1976, Insurance Act was brought. Thereafter, France started its deregulation in the mid-1980s and continued through 1990. Third important wave was EU regulations (Cummins & Venard, 2007, p. 250). However, non-life insurance sector had not been under the complete influence of EU regulations. The government in France used to regulate not only the general aspects of non-life insurance sector but also keep tighter regulatory watch on the behavior of insurance employees to stop excessive information flow from inside companies. The credit insurance landscape in France was not different in France than the other EU countries. However, near the GFC crisis, many firms denied selling credit insurance which in turn created demo effect among sellers (Baluch et al., 2011). In terms of solvency margins, around 2001 European Union had fixed it 16% (Shareholders’ equity and unrealized capital gains) or 23% of the average of past three years’ claim (Cummins & Venard, 2007, p. 277).

VI-C. Post-GFC 2008 Scenario in France. Post-GFC, Government had not support any bank, however, GDP was declined, but not to the level of other G7 economies. One of the reasons is that France has comparatively less foreign trade dependence (27%). Other reasons are well capitalized banking and mixed economic orientation (Essays, 2013).

VII-A. Financial and Credit Regulatory Landscape in the US. In US credit market is driven by international trade factors such as interest rate differential, the exchange rate, tax differences, indirect trade restriction on foreign firms (Cole, Ferguson, Lee, & McCullough, 2012; Ma & Pope, 2003; Pope & Ma, 2008). Before GFC 2008, economic orientation was liberal2,3,4 (Li, Fariborz, & Ah-Boon, 2003). The financial supervision in the United States was fragmented in nature before GFC 2008. Like other European countries, the US growth model was based on inflation targeted policies. The expansionary monetary policy had added fuel in deteriorating credit financing. Additionally, a significant proportion of repos were backed by securitized bonds (Gorton, Lewellen, & Metrick, 2012). The bond quality has been less focused during the pre-crisis years.

VII-B. Insurance Regulations and Credit Insurance Landscape in the US. The insurance market has been a very critical aspect of the country because of the free market and liberal regulatory regime. Many market factors are incumbent upon insurance underwritings, for example, closure of children’s playground, diversion of physician from some branches due to malpractice in some branches of medical insurance (Baluch et al., 2011). The credit insurance premium in the United States as percent of GDP is 0.032 which is not very large. However, many other lines of non-life insurance intensified the impact of crisis during GFC 2008 such as Errors and Omissions insurance and Directors’ and Officers’ insurance (D&O). These policies with high magnitude occupy a significant proportion of the US insurance companies, for instance, AIG (35% D&O insurance) and Chubb (15% D&O insurance) (Baluch et al., 2011).

VII-C. Post-GFC 2008 Scenario in the US. After GFC, the US economy was severely affected and 29,965 firms went bankrupt.5 However, regulation for bank and credit in the United States are reformed extensively post-GFC 2008. In the sequence of regulatory reform, the Dodd-Frank Act, 2010 with 2,300 pages has been promulgated to realize the improved solvency standards and consumer protection on various fronts of financial regulations (Schwarcz & David, 2016). It prevents banks from involving into speculative financial activities. The Financial Stability Oversight Council has authority to break up the banks that are considered to be too big to fail. Consumer Financial Protection Bureau is supposed to prevent predatory mortgage lending as well as lending via credit and debit cards. GFC 2008 has also initiated policy reform in terms of insurance preparedness, post-GFC 2008 in US Melissa Bean (D-Ill) and Edward Royce (R-Calif.) has put the strong argument for chartering system for insurers (Ishmael, Hardy, & Saunders, 2010).




Conclusion

Analysis of all the seven countries in the G7 group shows that insurance markets also have important roles in intensifying the credit crisis under expansionary monetary policy regimes. However, due to the structural differences, the strengths of role of insurance markets in amplifying credit crisis have differed a lot. For instance, in Japan both the markets, that is, credit markets and credit insurance markets were highly regulated. However, Japan felt the severe shocks of GFC 2008 because of highly integrated Japanese economy with the world markets. On the other hand, even after being moderately regulated credit and insurance sectors, Italy was not much affected by the GFC. It had happened because of the small sizes of credit and insurance markets mainly dominated by SMEs. In Canada, despite the fact that both the sectors are highly regulated and well developed, Canada was severely affected by GFC 2008 because of excessive dependence on the US economy. Germany has very regulated, and well developed credit landscape. However, it has poorly developed insurance and credit insurance landscape. Germany got affected by GFC 2008 because of the excessive holdings of foreign assets. UK’s story of GFC 2008 lies in its market-oriented mechanism in both the sectors. They have a moderate focus on self-administered solvency regulations in both the sectors. France had liberalized the sectors under the influence of EU single market efforts as well as global efforts for the single world market. However, France has also focused on self-regulations. Thus, it could successfully escape excessive exposure of GFC 2008. Additionally, because of welfare-oriented policy regime, France could manage the moderate shocks of GFC 2008. Despite the fact that France had received little or no effect of GFC 2008, it was the first country responded to GFC 2008 in both the sectors.

Finally, the most important US economy was severely affected by GFC 2008 because of market-oriented credit and insurance sectors. Interestingly, in the US and France, the insurance sector has become the index of regulatory quality and created demo effect on many sectors. This shows that in free market economies with well-developed industries (credit and insurance), availability of insurance cover becomes index of product quality in absence of good standard regulatory quality. This creates demo effect for specific product and services. Thus, it is important for any country to appropriately regulate its fundamental industries. The limitation of the current discussion is that there is no quantitative backing. Another limitation is that the current study has focused only on developed markets which have their peculiar structures.




References

Adam, S., Browne, J., & Heady, C. (2010). Taxation in the UK. Dimensions of Tax Design: The Mirrlees Review, 1–87. Retrieved from https://www.ifs.org.uk/uploads/mirrleesreview/dimensions/ch1.pdf.

Akerlof, G. A. (1970). The market for’lemons’: Asymmetrical information and market behavior. Quarterly Journal of Economics, 83(3), 488–500.

Allen, J., & Engert, W. (2007). Efficiency and competition in Canadian banking. Bank of Canada Review, 2007(Summer), 33–45.

ANIA. (2017–2018). (2017-2018). Italian Insurance. Italy: Associazione Nazionale Fra Le Imprese Assicuratrici. http://www.ania.it/export/sites/default/it/pubblicazioni/rapporti-annuali/Italian-Insurance-Statistical-appendix/Italian-Insurance/2017-2018/ANIA-ITALIAN-INSURANCE-2017-18.pdf/. Accessed on 6 June 2019.

Auboin, M., & Engemann, M. (2014). Testing the trade credit and trade link: Evidence from data on export credit insurance. Review of World Economics, 150(4), 715–743.

Baldini, M., & Poggio, T. (2014). The Italian housing system and the global financial crisis. Journal of Housing and the Built Environment, 29(2), 317–334.

Baluch, F., Mutenga, S., & Parsons, C. (2011). Insurance, systemic risk and the financial crisis. The Geneva Papers on Risk and Insurance-Issues and Practice, 36(1), 126–163.

Behr, P., & Schmidt, R. H. (2015). The German banking system: Characteristics and challenges. SAFE White Paper Series 32, Goethe University Frankfurt, Research Center SAFE - Sustainable Architecture for Finance in Europe. Retrieved from https://ideas.repec.org/p/zbw/safewh/32.html.

Blood, R. (2001). Mortgage default insurance: Credit enhancement for homeownership. Housing Finance International, 16(1), 49–59.

Blot, C., Creel, J., Delatte, A. L., Durand, K., Gallois, A., Hubert, P., …, Viennot, M. (2013). The French financial system, from past to present. Financialisation, Economy, Society & Sustainable Development (FESSUD) Project. https://ideas.repec.org/p/fes/wpaper/wpaper66.html.

Borchert, I., & Mattoo, A. (2009). The crisis-resilience of services trade. Washington, DC: The World Bank.

Bordo, M. D., Redish, A., & Rockoff, H. (2010, September). Why didn’t Canada have a banking crisis in 2008 (or in 1930, or 1907, or 1893)?. In Economic History Association (EHA) conference, Evanston. Retrieved from Link:http://www.uoguelph.ca/~cneh/pdfs/cneh2011_bordo-redish-rockoff_02.pdf

Bricongne, J. C., Fontagné, L., Gaulier, G., Taglioni, D., & Vicard, V. (2012). Firms and the global crisis: French exports in the turmoil. Journal of International Economics, 87(1), 134–146.

Brown, A., Passarella, M. V., & Spencer, D. (2014). Financialisation, economy, society and sustainable development: An overview. FESSUD Working Paper Series (pp. 1–74). Leeds University Business School, The University of Leeds, U.K. http://fessud.eu/wp-content/uploads/2015/03/Processes-of-financialisation-working-paper-127-.pdf.

Bulbarelli, M. (2016). The housing finance system in Italy and Spain: Why did a housing bubble develop in Spain-and not in Italy? Working Paper No. 26/2016. PIPE-Papers on International Political Economy. Papers on International Political Economy, Arbeitsstelle Internationale Politische Ökonomie, Freie Universität Berlin Retrieved from https://www.econstor.eu/handle/10419/149632

Chor, D., & Manova, K. (2012). Off the cliff and back? Credit conditions and international trade during the global financial crisis. Journal of International Economics, 87(1), 117–133.

Christiano, L. J., Gust, C., & Roldos, J. (2004). Monetary policy in a financial crisis. Journal of Economic theory, 119(1), 64–103.

Coccorese, P. (2012). Information sharing, market competition and antitrust intervention: A lesson from the Italian insurance sector. Applied Economics, 44(3), 351–359.

Cole, C. R., Ferguson, W. L., Lee, R. B., & McCullough, K. A. (2012). Internationalization in the reinsurance industry: An analysis of the net financial position of US reinsurers. Journal of Risk and Insurance, 79(4), 897–930.

Cukierman, A. (2013). Monetary policy and institutions before, during, and after the global financial crisis. Journal of Financial Stability, 9(3), 373–384.

Cummins, J. D., & Venard, B. (Eds.). (2007). Handbook of international insurance: Between global dynamics and local contingencies (Vol. 26). New York, NY: Springer Science & Business Media.

Di Quirico, R. (2010). Italy and the global economic crisis. Bulletin of Italian Politics, 2(2), 3–19.

Detzer, D., Creel, J., Labondance, F., Levasseur, S., Shabani, M., Toporowski, J., …, Vozzella, P. (2014). Financial systems in financial crisis: An analysis of banking systems in the EU. Intereconomics, 49(2), 56–87.

Engelen, E., Froud, J., Johal, S., Leaver, A., Ertürk, I., Moran, M., & Nilsson, A. (2011). After the great complacence: Financial crisis and the politics of reform. Oxford University Press.

Funatsu, H. (1986). Export credit insurance. Journal of Risk and Insurance, 53(4) 679–692.

Gordon, S. (2017). Recession of 2008–09 in Canada. The Canadian Encyclopedia. Retrieved from https://www.thecanadianencyclopedia.ca/en/article/recession-of-200809-in-canada

Gorton, G., Lewellen, S., & Metrick, A. (2012). The safe-asset share. American Economic Review: Papers and Proceedings, 102(3), 101–106.

Harada, K., Takeo, H., Masami, I., Satoshi, K., & Ayako, Y. (2015). Japan’s financial regulatory responses to the global financial crisis. Journal of Financial Economic Policy, 7(1), 51–67.

Hoshi, T., & Kashyap, A. K. (2012). Policy options for Japan’s revival. New York, NY: Center on Japanese Economy and Business, Columbia Business School.

IMF. (2013). Italy: Technical note on stress testing the banking sector.

Jones, P. M. (2010). Trade credit insurance World Bank. DOI: https://doi.org/10.1596/27726.

Li, D., Fariborz, M., & Ah-Boon, S. (2003). The determinants of intra-industry trade in insurance services. The Journal of Risk and Insurance, 70(2), 269–287.

Li, R. Y. M., & Li, J. (2013). The impact of subprime financial crisis on Canada and United States housing market and economy. ICBMG Conference, 59, 1–6.

Ma, Y., & Pope, N. (2003). Determinants of international insurers’ participation in foreign non-life markets. The Journal of Risk and Insurance, 70(2), 235–248.

Mishkin, F. S. (2009). Is monetary policy effective during financial crises? American Economic Review, 99(2), 573–77.

Montgomerie, J. (2006). Giving credit where it’s due: Public policy and household debt in the United States, the United Kingdom and Canada. Policy and Society, 25(3), 109–141.

Pomeroy, S., & Falvo, N. (2013). Pragmatism And Political Expediency: Housing Policy In Canada Under The Harper Regime. How Ottawa Spends 2013.

Pope, N., & Ma, Y. L. (2008). The market structure–performance relationship in the international insurance sector. Journal of Risk and Insurance, 75(4), 947–966.

Reinhart, C. M., & Rogoff, K. S. (2008). Is the 2007 US sub-prime financial crisis so different? An international historical comparison. American Economic Review, 98(2), 339–44.

Sato, T. (2009). Global financial crisis: Japan’s experience and policy response. In remarks at the Asia Economic Policy conference organized. Federal Reserve Bank of San Francisco Santa Barbara, CA, October (Vol. 20, pp. 201–211).

Schularick, M., & Taylor, A. M. (2012). Credit booms gone bust: Monetary policy, leverage cycles, and financial crises, 1870–2008. American Economic Review, 102(2), 1029–1061.

Sigma. (2006). Swiss Re sigma study on World insurance in 2006: Premiums. Zurich: Swiss Re. Retrieved from https://www.swissre.com/dam/jcr:e95e8f58-6c6e-440a-a54a-c15eb438c032/Newsrelease_sigma4_2007_en.pdf

Svensson, L. E. (2011). Monetary policy after the crisis. In Speech at the Federal Reserve Bank of San Francisco (p. 29).

Swiss Re. (2014). Liability claim trends: Emerging risks and rebounding economic drivers. Sigma4, (p. 34).

Swiss Re. (2014). Trade credit insurance and surety: Taking stock after the financial crisis. Sigma6, (p. 14).

Vozzella, P., Gabbi, G., & Matthias, M. (2014). Financial Regulation in Italy (No. wpaper60). Retrieved from https://ideas.repec.org/p/fes/wpaper/wpaper60.html

Van der Veer, K. J. (2015). The private export credit insurance effect on trade. Journal of Risk and Insurance, 82(3), 601–624.

Yamori, N. (2015). Japanese SMEs and the credit guarantee system after the global financial crisis. Cogent Economics & Finance, 3, 1002–1600.



 

1Residential mortgage underwriting policy.

2Financial Services Modernization Act 1999.

3US policymakers have withdrawn the Glass–Steagall Act 1933 in 1991.

4Sarbanes–Oxley Act 2002.

5http://www.irs.gov/pub/irs-soi/08coccr.pdf



The Impacts of Monetary Policy in the 21st Century:
Perspectives from emerging economies, 361–374
Copyright © 2019 by Emerald Publishing Limited
All rights of reproduction in any form reserved
doi:10.1108/978-1-78973-319-820191034


Index

Note: Page numbers followed by “n” with numbers indicate footnotes.

Accreditation, 141

Accredited Loan Providers, 171

Acontractionary monetary policy, 8

Actual inflation rate, 19, 245

African stock markets, 75–76, 81

Aggregate supply linkage, 51

Akaike information criterion (AIC), 52, 229, 246, 280

All Share Index (ASI), 50–51

Annual population growth rate, 148

ANOVA, 356–358

AR Root table, 229

Argentina Great Depression (1998–2002), 111

Asian economy

developing economies, 124–125

globalization and inflation in, 123–124

Asian financial crisis (1997), 111–112, 350–351

Asset prices, 47, 114

booms and bursts, 177–178

bubbles, 51

effects, 49

impact and credit burst, 178

speculative bubbles in, 48

Asset-based reserve management system, 267

Assisted reproductive treatment (ART), 135

Augmented Dickey Fuller test (ADF test), 99, 150, 177, 226, 246, 268, 280, 312, 342–343

panel unit root tests, 125

unit root test, 295

Autocorrelation, 267

coefficient, 125

Autoregressive distributed lag (ARDL), 92, 98

Axis bank, 203, 303–305

Balance of payment (BOP), 350–351

Balance sheet channel, 323–325

Bank borrowing to total assets (BKDEBT), 327

Bank Mitra, 172

Bank of Japan (BOJ), 265

Bank-lending channel, 323–325

Bank(ing)

activity in country, 70

bank-based systems, 326

customers, 66, 71

low interest rates affecting bank depositors, 68–70

profitability, 299

sector, 184, 253

size, 66

Banking Commission (1972), 170

Bankruptcies, 114

Barclays, 367

Barro–Gordon model, 212

Base line model, 19–26

Base rate system, 299, 301

Baseline theoretical model, 18

Bazaar bill market, 165

Benchmark prime lending rate (BPLR), 301

Bharatiya Mahila Bank, 69–70

Bivariate non-stationary model, 269

Bivariate regressions, 246

Bivariate VAR models, 280

“Black economy”, 294

Black money, 223

Boom–bust cycles, 47–48

Borrowers, 166–167

Bradford and Bingley Building Society, 367

Bretton Woods system (1971), 110

Breusch and Pagan Lagrangian multiplier test, 257

Breusche–Pagan test, 150

Broad credit channel (see also Balance sheet channel)

Brownian motion, 79

BSE Sensex, 280–282

Bubbles, asset price booms, 177–178

Business correspondent (BC), 166

Calibrating sectorial analysis, 77

Canada

financial and credit regulatory landscape in, 365

insurance regulations and credit insurance landscape in, 366

Post-GFC 2008 scenario in, 366

Canara bank, 305

Capital accounts, 147

Capital flows, 282

Capital markets, 324

effects of monetary policy, 4

interest rate, 8

literature review, 5–7

Captive segment, 165

Cash crunch initiative, 224, 226

Cash reserve ratio (CRR), 90, 295, 301–302, 356

“Cash wash” initiative, 224

Cashless economy, 224

CDRSCBs, 295

Cell phone messaging technology, 172

Central Bank of Nigeria (CBN), 89

Statistical Bulletin, 93

Central Bank of Nigeria Statistical Bulletin, 52

Central bankers, 337

Central banks, 3, 17, 48–49, 213

monetary policies, 114

Chi-square test, 137

China, India and South East Asian (ASEAN), 121

Cholesky graphs, 52, 57

CIS countries, 266

Classical monetary policy, 213

Classification matrix, 141

Clinical Establishment Act (CE Act), 133

Co-integration

equation, 317

method, 267–268

Coefficient of variance (CoV), 80

“Collateral damage”, 48

Commercial Banks, 65, 197

data source and research methodology, 255–257

empirical analysis, 257–259

objective of study, 255

review of literature, 253–255

Commercial institution, 253

Committee on Global Financial System (CGFS), 276

Commodity prices, 122

Confusion matrix, 141

Consumer Financial Protection Bureau, 369

Consumer price index (CPI), 124, 292, 341, 352

inflation, 69

Contested segment, 165

Contractionary policy, 349

Control variables, 331

Corporate financial structure, 323

Correlation coefficient, 177, 330

Correlation matrix, 330

Creative destruction process, 148

Credit, 164

booms and bursts, 178

dissemination to SHG, 315–319

market imperfections, 267

policies of central banks, 66

rationing, 352

risk, 359

transactions, 161

view, 323–325

Credit flow, 313

inter-regional differences in, 318–319

Credit insurance, 359

in Canada, 366

data and methodology, 363

discussions over regulatory landscape of credit financing and insurance covers, 363–369

in France, 368

G7 economies’ trade credit insurance market during GFC 2008, 361

in Germany, 366–367

in Italy, 365

in Japan, 364

literature review, 362–363

monetary policy of G7 economies and output loss during GFC 2008, 360

theoretical framework and hypothesis development, 363

in UK, 367

in US, 369

world’s trade credit insurance market during GFC 2008, 360

Credit–deposit ratio, 295–296

Credit–deposit ratio of scheduled commercial banks (CDRCBs), 291

Crisis period, 195

Johensan cointegration, 193

period closing descriptive statistics, 189

pre, and post period correlation between Sensex and companies’ return, 191

Criticism, 165

Cross country evidences, 162–165

Cross-border liquidity, 277

Cross-country data analysis, 36

Customer service point, 172

Data envelopment analysis (DEA), 198–199

Data generating process (DGP), 76

Davies problem, 79

Debt-management considerations, 340

Decision-making

process, 134

units, 198–199

Decoupling theory, 356

Demand Following Approach, 148

Demographic pressures, 67

Demonetization in India, 133, 137, 139, 223

AR root table for models under consideration, 235

augmented Dickey Fuller test statistics, 234

black economy, 223–224

data and econometric model, 226

database, 226

empirical findings and discussion, 229

estimation strategy, 227–229

Granger causality, 229–230, 237–239

impulse response function, 230–231

lag length selection for models, 234

macroeconomic and microeconomic theoretical sketch, 225–226

mitigating problems of, 294–295

model specification results, 234

objective of study, 225

result of VAR estimates, 235–236

review of literature, 224

stability analysis for VAR system, 229

stationarity of variables, 226

variables definition, 233–234

Dependent variable, 136–137

Descriptive statistics, 336

crisis period closing, 189

of explanatory variables, 137

post-crisis period closing, 190

pre-period closing, 188

Development aid

effectiveness of, 35

negative effect, 43

Digital India, 224

Directors’ and Officers’ insurance (D&O), 369

Discontinuous process, 148

Discount window operations (DWO), 90

Discretionary monetary policy, 214

Discriminant analysis, 136

Discriminant function, 141

DMUs, 198–200

Dodd-Frank Act, 369

Domestic aggregate demand, 227

Domestic agricultural prices, 123

Domestic demand (DMD), 124

Dominant monetary regime, 213

Dow Jon Industrial Average (DIJA), 176, 184

Drug rehabilitation, 135

Dumitrescu Hurlin panel causality

analysis, 9–10, 12

test, 4

Dynamic influence of globalization on inflation in developing Asia, 124–126

Dynamic panel regression model, 125

Dynamic process, 148

E7 economies, application on, 9–10

Early warning indicators (EWIs), 278

ECM-autoregressive distributed lag model (ECM–ARDL model), 342, 344

Econometric model, 226–229

Economic

crisis, 289

development, 148

growth, 71, 175–176, 212, 241–242

policy, 211

reforms, 300

sectors, 198

theory, 47

Efficiency change (EFFCH), 200

Efficient market hypothesis (EMH), 75–76

Endogenous variables, 153

Engle–Granger method, 268

Enterprise bankruptcies, 110–111

Error correction (EC), 151

Error correction model (ECM), 48, 98, 267

Errors and Omissions insurance, 369

European Central Bank (ECB), 265, 368

European crisis, 110

European economy, 176

European financial stabilization mechanism, 112

Excessive credit rationing, 167

Exchange rate, 109, 243, 342

stability, 219

Expansionary monetary policy, 349

Expected inflation

over life of asset, 66

rate, 19

Expected interest rate on real interest rate in short term, 66

Explanatory variables, 327

Exponential smooth transition autoregressive process (ESTAR), 76, 78

“Export-led mercantilist” model, 367

F-test, 256

Fear of floating, 338

Federal Reserve policy, 243

Federal Reserve System (FED), 265

Federal Reserve’s Open Market Committee (FOMC), 244

Fiat money, 213

Financial and credit regulatory landscape

in Canada, 365

in France, 367–368

in Germany, 366

in Italy, 364–365

in Japan, 363–364

in UK, 367

in US, 368–369

Financial development, 147–148, 151

data, 150

and growth, 157

Johansen cointegration test results, 153

methodology, 150–152

objective, 149

results and discussion, 152

unit roots test results, 152

VAR for USA and China, 154

VAR granger causality test results for USA and China, 155–156

VAR stability test for countries, 160

Financial markets, 110–111, 324

crisis, 290

Financial sector, 148, 253

Financial secor reforms, 197, 253, 299

Financial/finance

accelerator, 51

assets and institutions, 175

capital, 289

crisis, 114, 175, 254, 267

development, 148

environment, 340

excluded borrowers, 166

factors, 276

finance–growth relationship, 148–149

imbalances, 49

inclusion, 311, 314

institutions, 113, 147

intermediaries, 277

intermediation approach, 201

investors, 112

liberalization policy, 164, 170–171

repression models, 164–165

rescue plans, 114

served borrowers, 166

stability, 219, 277

system, 175, 341

turmoil, 213

Financing behavior, 329

Firm-specific characteristics, 329

Fiscal Responsibility and Budget Management Act (FRBM Act), 338, 340

Fisher Index, 199–200

Five Year Plan (11th), 314

Fixed assets, 331

Fixed effects

dynamic panel models, 125

estimator, 330

models, 125–126

Fixed exchange rates, 92, 341

Flexible monetary targeting system, 212

Flexible price level targeting, 92

Foreign currency, 147

Foreign direct investment (FDI), 123, 276

Foreign investors, 276

Foreign prices, 243

Formal credit market linkage, 162–165

Formal financial institutions, 161

Formal financial service providers, 166

Formal sector, 161

Forward-looking monetary policy rule, 18

Fragmented duopoly credit market and implications on monetary policy, 165–169

France

financial and credit regulatory landscape in, 367–368

insurance regulations and credit insurance landscape in, 368

post-GFC 2008 scenario in, 368

“FSB Principles”, 366

Funds, 161

fund-based operating performance, 198

politics in India, 65

G7 economies

discussions over regulatory landscape of credit financing and insurance covers in, 363–369

monetary policy and output loss during GFC 2008, 360

trade credit insurance market during GFC 2008, 361

GARCH (1,1) unit root test, 79, 81, 83

GARCH methodology, 8

Generalized method of moments approach (GMM approach), 124–125, 127

German insurance industry, 366

Germany

financial and credit regulatory landscape in, 366

insurance regulations and credit insurance landscape in, 366–367

post-GFC 2008 scenario in, 367

“Gesell tax”, 71–72

Global crisis period, 277–278

Global cross-border credit, 280, 282

Global economic crisis, 111, 289

Argentina (1998–2002), 111

Asian Crisis (1997), 112

Greece (2009), 112

Ireland (2008–2011), 112

Portugal (2010–2014), 112

Russian Federation, 111

Spain (2008–2015), 111

United State of America (2009–2010), 111

Global economy, 111, 113, 122

Global environment, monetary policy in, 338–339

Global financial crisis (GFC), 110, 112, 175, 275, 290, 324, 354–357, 197 213

crisis period, 195

crisis period closing descriptive statistics, 189

database and methodology, 176–177

empirical findings, 179–185

G7 economies’ trade credit insurance market during, 361

genesis, 177–178

impact on foreign participation and gross premium growth rate, 362

India, 178–179

monetary policy of G7 economies and output loss during, 360

monetary policy phases and targets around, 291–293

post period, 196

post-crisis period closing descriptive statistics, 190

pre, crisis, and post period correlation between Sensex and companies’ return, 191

pre, crisis, and post-period Johensan cointegration, 193

pre period, 194

pre-period closing descriptive statistics, 188

pre-period stationarity test result, 192

world’s trade credit insurance market during, 360

Global financial crisis, 177–178

Global financial markets, 113–114

Global financial system, 115

Global food prices, 124

Global inflation rates, 123

Global liquidity, 275

central bankers, 275–276

concepts, measurement, and effects, 276–278

effect on BSE Sensex, 281

global liquidity and Indian Stock Market, 278–280

results, 280–282

trends in growth of US cross-border credit and BSE, 287

trends in stock of global credit and BSE, 285–286

Global market, 133

Global monetary aggregates, 278

Global output gap, 123

Global private liquidity, 277

Global recession effect, 176

Global trade, 114–115, 121

reform, 115

Globalism, 110–111

Globalization, 121, 147, 265

data and methodology, 124

dynamic influence, 124–126

empirical results, 126–127

globalization-fueled growth alters consumption pattern, 121–122

of monetary policy, 337–339

network, 147

review of literature, 122–123

scenario of globalization and inflation in Asian economy, 123–124

Globalized economy, 265

“Good policy” variable, 36

Governance dummy variables, 331, 333

Government fiscal policies, 115

Granger causality, 229–230, 245

among variables indifferent groups, 237–239

test, 269

Granger causality method, 157

Granger representation theorem, 98

Great Depression, 214

“Great inflation” (1970s), 214

Great Recession, 112

Greece crisis (2009), 112

Gross domestic product (GDP), 28, 111, 121, 224, 266, 292, 311, 342

growth rate, 175

growth rate in India, 355

per capita, 37–38, 148

Gross fixed capital formation, 148–149

index, 39

Gross value added (GVA), 224

Group ADF-Statistic test, 9

Group PP-Statistic test, 9

Group rho-Statistic test, 9

Growth of per capita income (GRTH), 151

Growth rate, 147

data, 150

Johansen cointegration test results, 153

methodology, 150–152

objective, 149

results and discussion, 152

unit roots test results, 152

VAR for USA and China, 154

VAR granger causality test results for USA and China, 155–156

VAR stability test for countries, 160

Growth-oriented adjustment programmers, 110

grw_gdp variable, 233

grw_gfce variable, 233

grw_gfcf variable, 233

grw_pfce variable, 233

Halifax Bank of Scotland (HBOS), 367

Hannan-Quinn information criterion, 52, 280

Harmonization of Bank and Security Related Regulations, 366

Hausman chi-square test, 257

Hausman test, 256

HDFC bank, 302

Health Tourism, 133

Healthcare sector, 184

Heteroskedasticity, 50

test, 157

Hicksian IS–LM framework, 93

Histogram-normality test, 157

Hodrick–Prescott filter methodology, 28, 312, 318

Horizontal interlinkage, 161

Hospital sector in India, 133

Hospital types, 134

HSBC, 367

Hyperinflation, 124

IBM SPSS V.23.0, statistical analysis with, 303

Im, Pesaran, and Shin panel unit root tests (IPS panel unit root tests), 125

Implicit interest rate, 167

Impossible trinity, 294, 341

Impulse response function, 52–53, 230–231

Independence monetary policy, 341

Independent variables, 40, 136–137, 139–140

India (see also Demonetization in India; Monetary policy in India), 178–179

global liquidity and Indian stock market, 278–280

Indian banking sector, 198

Indian financial sector, 290

Indian rural economy, 313

long-term risk-free interest rates in, 67

Indian Central Banking Enquiry Committee (1931), 169

Indian commercial banking industry, 199

financial intermediation approach, 201

literature review, 198

Malmquist index summary of annual means, time series results, 201–208

methodology, 198–200

results and discussion, 200

service oriented production approach, 202

Indian economy, 161, 178

formal and informal credit market linkages, 162–165

fragmented duopoly credit market and implications, 165–169

rural credit policy approaches toward establishing linkages, 169–172

Indian monetary policy (see Monetary policy in India)

Individual capital assessment, 367

Inflation, 121, 212, 233, 292

in developing Asia, 121–127

gap over time, 24

inflation–output dynamics, 26–28

multiple regression analysis, 356–357

premium, 66

threshold level of, 218

Inflation rate (Inf), 91, 122, 268

dynamics and change in policy regime, 30

Inflation targeting (IT), 92, 212, 291

Inflation targeting monetary policy (see also Monetary policy in India)

base line model, 19–26

empirical analysis, 28–31

framework, 17

inflation rate dynamics and change in policy regime, 30

inflation–output dynamics, 26–28

objective of study, 19

review of literature, 18–19

supply shock, 26–28

unit root and order of integration, 29

Informal credit market, 161

linkage, 162–165

Informal sector, 161

Information and telecommunication (ICT), 80

Information regarding market efficiency, 253

Instrumental variable panel data estimator, 330

Insurance (see also Credit insurance), 359

Errors and Omissions, 369

quasi regulatory status of, 361

signalling, 359–360

Insurance regulations

in Canada, 366

in France, 368

in Germany, 366–367

in Italy, 365

in Japan, 364

in UK, 367

in US, 369

Inter-regional differences in credit flow, 318–319

Interest rates, 66, 89, 243

on capital markets, 8

channel, 324

Interest subvention scheme for SHGs, 311

Intermediation approach, 199

International community, 33

International Monetary Fund (IMF), 110, 121

International tourism, 134–135

Investments and GDP (INV/GDP), 38–39

Investors, low interest rates affecting, 68–70

Ireland crisis (2008–2011), 112

Italy

financial and credit regulatory landscape in, 364–365

insurance regulations and credit insurance landscape in, 365

post-GFC 2008 scenario in, 365

Jakarta Commodity index, 4, 8

Jan Dhan Yojna, 224

Japan

financial and credit regulatory landscape in, 363–364

insurance regulations and credit insurance landscape in, 364

post-GFC 2008 scenario in, 364

Jarque-Bera test, 179

Johansen and Juselius test statistics, 246

Johansen cointegration test, 153, 179, 247, 316

Kiosk banking technology, 172

Lagged inflation rate, 30

Lagrange multiplier test (LM test), 255

Lax lending standards, 112

Least square t-statistics, 79

“Less cash” concept, 294

Levin, Lin, and Chu panel unit root tests (LLC panel unit root tests), 125

Liability-asset ratio (LAR), 291, 295

Liberalization, 149

Linear models, 76

Linear regression, 312

Linearity of unit root tests, 82

Liquidity, 276

management, 291, 340

shock, 93

Liquidity adjustment facility (LAF), 291, 315

Liquidity ratio (LR), 51

LnIMPARL variable, 257

LnLADSTF variable, 256

LnLLPE variable, 256

LnLLPNIR variable, 257

LnLLRGL variable, 256

LnLLRIL variable, 257

LnLR variable, 256

LnNCONIBLLP variable, 257, 259

LnNIM variable, 256

LnNLTDB variable, 256

LnOIAA variable, 256

LnREP variable, 257

LnROA variable, 257

LnROE variable, 257

Long-term borrowing to total assets (LTDEBT), 327

Long-term debt, 331

Long-term risk-free interest rates in India, 67

affecting bank depositors and investors, 68–70

downfall of interest rates, 67

reasons for, 67–68

Long-term term debt ratio, 333

Low interest rates, 66

review of literature, 66

m1_grw variable, 234

m3_grw variable, 234

Macroeconomic factors, 276–277

Macroeconomic stability, 292

Macroprudential financial supervision, 339

Malmquist index, 198

combined table of production vis-á-vis intermediation approach, 204–207

intermediation approach, 203

private sector banks, 208

summary of annual means, time series results, 201

TECHCH, 202

Malmquist Productivity Index, 199–200

Marginal cost of fund-based lending rate (MCLR), 299

comparison of different banks, 305

evolution and computation, 301–302

findings of study, 302

limitations of study, 307

methodology, 300–301

objectives of study, 300

paired samples statistics, 309

paired t-test results, 310

rates of HDFC and Axis bank, 304

rates of UBI and SBI, 303

regression results, 305–307

review of literature, 299–300

statistical analysis, 303

Marginal cost of funds, 301

Marginal standing facility (MSF), 244

Market

driven adverse selection problem, 361

economies, 109

fragmentation, 165

frictions, 76

market-based systems, 326

market-determined exchange rate system, 219

Market share dummy (MSDUM), 256

Market stabilization scheme (MSS), 291

Marshall–Lerner condition, 147

Maturity transformation, 277

Maximum likelihood (ML), 79

McKinnon one-sided p-value, 317

Mean paired t-test, 305

Mean reverting processes, 75

Media, 137, 141

news, 137

Medical tourism, 133

classification results, 145

descriptive statistics of explanatory variables, 137

industry, 134

literature review, 134–135

managerial implications, 142

methodology, 135

results, 137–141

sampling, 135–137

standardized canonical discriminant function coefficients, 145

study area, 135

Medicare, 213

Microeconomic model, 326

Microfinance, 171

Microfinance institutions (MFIs), 166, 311

“Minimal” model, 165

Minimum Capital Test, 366

Mitigating problems of demonetization, 294–295

Moderately credit rationing, 167

Modigliani–Miller proposition (MM proposition), 323

Monetary authority, 352

Monetary growth, 243

Monetary liquidity, 276

Monetary management, 341

Monetary policy (see also Inflation targeting monetary policy), 3–4, 48, 89, 91, 112, 164, 211–212, 241, 265, 289, 292, 337, 349

analysis results, 10–12

application on E7 economies, 9–10

changes in, 47

changing role of bank rate, 269

co-integration test, 270–271

components of crisis, 112–114

corrective measures, 114

data of study, 350

data source, 268

in developing nations like India, 350

effect on Nigerian stock market returns, 50

effects on capital markets, 4

empirical results and findings, 343–345

fragmented duopoly credit market and implications on, 165–169

frequency of changes in monetary instruments, 348

in global environment, 338–339

Granger causality test, 269, 272

IMF, 110

Indian experience, 339–341

instruments, 351–354

key monetary indicators, 353

literature review, 4–9, 266–267

literature survey, 338

methodology, 268

movements in bank rate, 270–271

nexus between money supply growth and inflation, 341–342

objective, 337–338, 350

recommendations and measures, 115

results, 269

on stock market, 8

tools, 147

transmission mechanism, 324–326

trends of global economic crisis, 111–112

in 21st Century’s World, 109

unit roots test results, 272

Monetary Policy Framework Agreement (MPFA), 290–291, 293

Monetary policy in India (see also Inflation targeting monetary policy), 212–213, 244, 290, 291–293, 311, 354–357

basic analysis, 330–331

breakdown of sample firms by ownership group and legal form, 336

challenges in recent times, 294–295

co-integration results, 249

data sources, 327

descriptive statistics, 336

econometric methodology, 245–246

economic crisis, 289–290

empirical analysis, 295–296

empirical investigation, data, and methodology, 244–245

enunciation of objectives, 218

estimated equation results, 298

estimation results, 331–333

exchange rate stability, 219

financial stability, 219

indicator, 331

after liberalization to present year, 350–351

literature survey, 212–213, 290–291

methodology, 329–330

modified impossible trinity, 241–242

objective of study and methodology, 291

operating framework evolution, 213–215

policy implications, 333

reforms in monetary policy, 211–212

results, 246–248, 298

review of selected literature, 242–244

role, 265–266, 339–341

threshold level of inflation and policy of inflation targeting, 218

transmission mechanism, 218–219, 324–326

trends in, 215–217

variables in study, 327–329

Monetary policy rate (MPR), 50, 52

marginal increase in, 53

variance decomposition analysis of changes in, 54

Monetary system, 109

Monetary targeting, 92

Monetary transmission, 65, 267

Money

prices, 110

stock, 96

Money supply (MS), 92, 104, 124, 243, 268, 342

equation, 97

growth and inflation, 341–342

Moneylenders, 161, 171

Monopoly, 165

MSCI Emerging Markets Index, 277

MSCI World, 277

Multidimension credit channels, 161

Mundell–Flemming Model, 294

Myers–Majluf proposition, 323

Narasimham Committee Report–II, 198

Narrow credit channel (see also Bank-lending channel)

Narrow credit view (see Bank-lending channel)

Narrow money supply, 229

National Bureau of Statistics (NBS), 91

Annual Abstract of Statistics, 93

National Rural Livelihood Mission (NRLM), 311

Negative interest rates, 65–66

and bank customers, 71

future trends, 71–72

review of literature, 66

Negative rates, 70

countries, 70–71

and economic growth, 71

rationale behind negative interest rates, 70

relevance, 70

Neoliberal coherence, 110

Neostructuralist models, 164–165

Net interest margin (NIM), 259

New Keynesian model with spending equation, 51

Nigeria

data and methodology, 51–52

decomposition of fluctuations, 53

literature review, 48–51

model specification, 51–52

monetary policy and assets prices in, 47

stock market, 76

Nigerian Stock Exchange, 52

“Nixon Shock”, 109

No credit rationing, 168

Noise traders, 76

Non-Bank Financial Corporation (NBFC), 351, 355

Non-debt tax shield, 329

Non-financial firm-level data, 324

Non-financial manufacturing firms, 324

“Non-fundamental” factors, 48

Non-institutional credit agency, 171

Non-linear relationship, 148–149

Non-parametric slack-based measure model, 199

Non-performing asset (NPA), 313

Non-performing loans (NPL), 294

Nonlinear unit root rest estimates, 78–79

Nonlinearity

in stock prices, 76

test, 81

Nonstationary time series, 78

North Atlantic Financial Crisis, 290

Norwegian banking system, 198

Null hypothesis, 137, 139, 184

Official Development Assistance (ODA), 34

cross-country data analysis, 36

economic policy, 37

effectiveness of development aid, 35

empirical analysis and results, 37–43

ODA/GDP variable, 41

OLS estimates model, 40–41

Oligopoly, 165

Open capital account, 341

Open economy IS–LM framework, 224

Open market operations (OMO), 90, 291, 340

Operating approach, 199

Operating costs, 301

Optimal lag length, 52

Optimal monetary policy instruments for Nigeria, 89, 91

data and methodology, 93–99

error correction estimates of short-run and long-run ARDL model, 101

flexible price level targeting, 92

results, 99–105

short-run parameters, 102

Ordinary least square method (OLS method), 40–41, 50, 255, 267

Organisation for Economic Cooperation and Development countries, 123

“Originate and distribute” model, 112

Output-gap inflation rate, 30

Own Funds Directive, 366

Ownership dummy variable, 333

Ownership group and legal form, breakdown of sample firms by, 336

Paired sample t-test, 303

Pan-Asian supply chain, 121

Panchenkocasulity analysis, 8

Panel ADF-Statistic test, 9

Panel PP-Statistic test, 9

Panel regression model, 255, 257–258

Panel rho-Statistic test, 9

Panel unit root tests, 126

Panel v-Statistic test, 9

Partial Adjustment Model, 255

Pedroni panel cointegration test, 4, 9, 11

People’s Bank of China (PBOC), 265

Phase diagram, 21

Phillip–Peron test (P–P test), 99, 177, 184, 268, 342–343

Policy

errors in EMEs, 338

of inflation targeting, 218

measure, 51

Policymakers, 48, 161, 266, 338

Political decision, 141

Population pressure, 72

Portugal crises (2010–2014), 112

Post-crisis period, 196, 213

Johensan cointegration, 193

post-crisis period closing descriptive statistics, 190

pre, crisis, and post period correlation between Sensex and companies’ return, 191

Post-financial sector reforms period, 197

Post-GFC 2008 scenario

in Canada, 366

in France, 368

in Germany, 367

in Italy, 365

in Japan, 364

in UK, 367

in US, 369

Power sector, IT sector, 184

Prais–Winsten regression, 305

Pre period, 194

closing descriptive statistics, 188

crisis, and post period correlation between Sensex and companies’ return, 191

Johensan cointegration, 193

stationarity test result, 192

Price, 242–243

level expectations, 90

stability, 49, 89, 212, 219, 241–243

Prime lending rate (PLR), 301

“Priority sector lending” scheme, 311

“Priority Sector” lending policy, 313

Private sector

banks, 302

MFIs, 314

Production oriented approach, 199

Productive incoherence, 110

Profit approach, 199

Prowess database, 327

Public private partnership model, 172

Public sector banks, 299–300

Public stimulus packages, 114

Punishment of Organized Crime and Control of Criminal Proceeds (APOCCCP), 364

Pure efficiency change (PECH), 200–201, 208

Quadratic loss function, 94

Qualitative tools, 351–352

Quantitative tools, 351–352

Quantity Theory of Money, 214, 242

Quasi regulatory status of insurance, 361

Random effect models, 125–126

Random sampling process, 135

Reaction function of monetary policy, 52

Real aggregate output, 19

Real effective exchange rate (REER), 245

Real estate sector of US market, 176

Real GDP, 28

Real negative deposit rates, 66

Real-time premium, 66

Regional dummies, 39, 43

Regional rural banks (RRBs), 313

Regression

analysis, 35, 267, 319

equation, 78

model, 315

Regulations, 359

Relationship lending channel, 324–325

Repo rate, 356

Reserve Bank of India (RBI) 65, 162, 197, 225, 241–242, 255, 265, 291, 299, 311, 339, 341, 352, 357

authorization, 68

co-integration test results, 317–318

inter-regional differences in credit flow to SHGs, 318–319

literature review, 313–314

monetary policy and credit dissemination to SHG, 315

objectives and methodology, 312–313

RBI Act, 293

SHG, 311–312

structural breaks in credit flow to SHGs, 315

unit root test results, 316

Reserve requirement, 90

Residential mortgage underwriting policy (RMUP), 366

Return on equity (ROE), 256

Reverse repo rate, 356

Revised Banking Directive, 366

Revised Capital Adequacy Directive, 366

Risk management strategies, 134–135

Royal Bank of Scotland Group, 367

Rupee/US dollar exchange rate, 341

Rural credit policy approaches toward establishing linkages in India, 169–172

Russian Federation, crisis in, 111

S&P BSE Sensex, 177

Savings bank (SB), 68

Scale efficiency change (SECH), 200

Schwarz information criterion, 52

Schwarz’s Bayesian information criterion, 280

Self-help group (SHG), 166, 311–312

monetary policy and credit dissemination to, 315–319

SHG-Bank Linkage Program, 312, 314–315

structural breaks in credit flow to, 315

Sensex movement, 179–180

Serial correlation LM test, 157

Service oriented production

approach, 199, 202

vis-á-vis financial intermediation approach, 197

Service quality, 300

Sex change procedure, 135

Short sales, 76

Short-term borrowing to total assets (STDEBT), 327

Short-term debt ratio, 331, 333

Silver standard, 109

Smart card with chip, 172n6

Social welfare programs, 213

Spain crisis (2008–2015), 111

Speculative bubbles in asset prices, 48

Spill-over excess demand, 161, 166–167

Stability analysis for VAR system, 229

Standardized canonical discriminant function coefficients, 145

STATA (statistical software package), 301

State Bank of India, 302

Stationarity of variables, 226

Stationary time series, 78, 226

Statistical analysis, 303

Statutory liquidity ratio (SLR), 291, 356

Stem cell therapy, 135

Stepwise forward regression, 41–42

Sterilization, 290

Stock market, 178

monetary policies on, 8

transaction, 152–153

Stock market efficiency, 75

data and methodology, 77–79

descriptive statistics, 80

linearity and univariate nonlinear unit root tests, 82

literature review, 76–77

policy implication, 84

Stock of global credit, 280

Stock prices, 47

nonlinearity in, 76

Strata package, 255

Stressed asset management, 294

Structural breaks in credit flow to SHGs, 315

Structural shift, 312–313

Structural vector autoregressive model (SVAR model), 51–52, 227, 266–267

analysis, 8

estimates, 58–59

Subprime crisis, 176

originating in United States, 175

Supply

of money stock, 89

shock, 26–28

Supply Leading Approach, 148

Swachh Bharat Abhiyan, 223

Target inflation rate, 248

Taylor rule, 214, 218, 243–248, 289

Technological change (TECHCH), 200, 202

Tenor premium, 301

Theories of monetary policies, 214–215

Threshold inflation, 242

Time inconsistency, 214

Time path of inflation rate, 22

Time-invariant error term, 330

Time-varying correlation, 50

Toda-Yamomoto analysis, 8

Tornquist Index, 199–200

Total borrowing to total assets (DEBT), 327

Total factor productivity growth, 198

Trade, 147

finance, 362

statistic, 317

Trade openness (TRO), 123, 147, 151

data, 150

and growth, 149

Johansen cointegration test results, 153

methodology, 150–152

objective, 149

results and discussion, 152

unit roots test results, 152

VAR for USA and China, 154

VAR granger causality test results for USA and China, 155–156

VAR stability test for countries, 160

Transaction cost, 76

Transformation of equations, 94

Transmission mechanism, 218–219

Treasury bill rate (TBR), 50

Trilemma of monetary policy, 341

Two-stage least squares method (2SLS method), 50, 330

Two-tailed Pearson’s correlation tests, 303

unemp variable, 233

Union Bank, 68

Unit labor cost, 243

Unit root

for panel data, 125

property of DGP, 77

test, 79

United Kingdom (UK)

financial and credit regulatory landscape in, 367

insurance regulations and credit insurance landscape in, 367

post-GFC 2008 scenario in, 367

United Nations Conference on Trade and Development (UNCTAD), 33

United State (US)

crisis (2009–2010), 110–111

cross-border credit, 280

Federal Reserve, 109, 113

financial and credit regulatory landscape in, 368–369

insurance regulations and credit insurance landscape in, 369

monetary policy, 289

post-GFC 2008 scenario in, 369

stock market, 177

Univariate nonlinear unit root tests, 82

Value-added approach, 199

Variable return to scale (VRS), 200–201

Variance decomposition, 60–63

analysis of changes in MPR, 54

Vector autoregression model (VAR model), 150, 280–281, 326

analysis, 48, 225–226

granger causality test results for USA and China, 155–156

stability analysis for, 229

stability test for countries, 160

for USA and China, 154

Vector error correction model (VECM), 150–151

Vertical interlinkage, 161

Viz. card technology, 172

Volatility, 80

Wald statistics, 78

Wald tests, 280

“Walrasian equilibrium” interest rate, 168

Wealth effects, 51

Wellness Tourism, 133

West Bengal CE Bill (2017), 134

World Development Indicator (WDI), 124

World Input-Output Database (WIOD), 123

WTO reform, 115

OPS/images/C2491031T3.jpg
Dependent Variables  DEBT LTDEBT ~ STDEBT ~ BKDEBT
Control Variables [0} @) 3) )
TAN 0.0578%*%  0.0805***  —0.0374%**  0.0546***
(0.0176) (0.0165) (0.0141) (0.0184)
EARN —0.2962%%%  —0.1461%%*  —0.1509%**  =0.2601%**
(0.0262) (0.0233) (0.0207) 0.0273)
SIZE —0.0991%5% 00373 —0.1580%*%  —0.1262%**
(0.0247) (0.0219) (0.0199) (0.0262)
DEPCN -04642%% 02533 -0.7302%** 03019
(0.2314) (0.2091) (0.1829) (0.2407)
AGE 0.0041%%%  —0.0006*  0.0069***  0.0060%**
(0.0013) (0.0012) (0.0010) (0.0013)
INT 27791%4% (595364 21881%**  2.4989%+%
(0.1567) (0.1502) 0.1238)  (0.1617)
Monetary policy indicators
MPI, —0.0119%  -0.0082%  ~0.0026*  —0.0004*
(0.0093) (0.0084) (0.0074) 0.0097)
Ownership dummy
MPI, * PUBLIC, 0.0158 0.0161 -0.0012 -0.0154
(0.0212) (0.0182) (0.0167) (0.0220)
Governance dummy
MPI, * LISTED, 0.0088 00075*  -0.0012*  -0.0019
(0.0097) (0.0088) (0.0077) (0.0101)
Constant 0.5545%%% 00043 0.5809%*%  0.4608***
(0.0938) (0.0832) (0.0749) (0.0988)
R-square 040 032 032 032
No. of observations 2062 1937 31 2015
No of firms. 2 361 369 369






OPS/images/C1691023I234-02.jpg
m3_grw=1n (.






OPS/images/C0291008F2.jpg
(@

s

a5°

PP

®)
PP
45°

s

ns

T
g





OPS/images/C0791014T1.jpg
Variables ADF Result P-P Result Lag Order ~I(d)

Level 1Ist Difference Level It Difference

RGDP  —1.686  —-10.233* —-1.950  =5270% 2 1(1)
MS —3.492% - -5.217* - 2 I
INT -2.078 -8.433*  -2.771 —6.078* 2 I(1)






OPS/images/C0291008F1.jpg
Yy






OPS/images/C0791014T2.jpg
Dependent Variable: nRGDP

Variables Coefficients Standard Errors _r-Statistics _p-Value
Adjustment -0.0418 0.0143 -2.93 0.001
Long-run

INT -0.7926 0.3060 -2.59 0.009
Short-run

INRGDP 00711 0.0239 297 0.000
INT -0.0688 -0.48 0.073
Constant 3 0.1385 269 0.855
R 0.6593

Adjusted R-squared 0.6383

F-statistics 6.40 (0.0254)
Durbin-Watson d-statistic (3, 188) 0.6593
Breusch-Godfrey LM chi-square statistics 1.035 (0.3604)

Dependent Variable: InMS

Variables Coefficients _ Standard Errors _r-Statisties _p-Value

Adjustment -0.0014 0.0005 -271 0.005

Long-run

INRGDP -0.6443 15839 -041 0.053

INT 04613 0.3399 1.36 0.176

Short-run

InMS 0.7583 0.0476 1594 0.000

InRGDP ~0.0009 0.0019 -0.48 0.635

INT ~0.0053 0.0022 -242 0.017

Constant 0.0298 0.0142 210 0.037
3 0.6643

Adjusted R-squared 0.6529

Fstatistics 12.30 (0.0000)
Durbin-Watson d-statistic (3, 188) 0.5931
Breusch-Godfrey LM chi-square statistics 1.535 (0.0604)






OPS/images/C1691023I234-01.jpg
mi_gri = In

M1





OPS/images/C0291008F6.jpg
o

@

(0)

1 (time)

1 (time)





OPS/images/C0691011E6.jpg
%wm’ W ds

f W (1)° ds
o

(©)





OPS/images/C1191018E8.jpg
ATRADE, = a3+ Yy, AFIN, ;+ > 73,AGRTH,
= =

+ D 6, ATRADE, [+ iyes,+y
=t ;

®)





OPS/images/C0291008F5.jpg
Mot

hif]

L]

Yooy






OPS/images/C0691011E7.jpg
Ar =60+ -
. EH By An_; +e %





OPS/images/C1191018E7.jpg
AGRTH, = ay+ Ay AFIN, ;+ > 2 AGRTH, ;+

y=] =]
Z»,,ATRADI:, D e it en @

= ey





OPS/images/C0291008F4.jpg
o

@

(0)

1 (time)

1 (time)





OPS/images/C0691011E8.jpg
(8)





OPS/images/C1191018E6.jpg
AFIN, = ay+ % GAFIN, ;+ » 9,AGRTH, ,+ % & ATRADE, ;
> J=1 j=1

Y et ©






OPS/images/C0291008F3.jpg
AN YYo W
n
no
[
Ty
—
m
1
L E






OPS/images/C1191018E5.jpg
TRADE, = a3+ 3 FIN, ;+ > 73, GRTH, ;+ > 8 TRADE, , +
=1 =] =l
(5





OPS/images/C1191018E4.jpg
GRTH, = ay+ % 0 FIN, ;4 79, GRTH, ;+ 6 TRADE,  +
=i =} =
(@)





OPS/images/C1191018E3.jpg
FIN, = o+ EJ,,F[N, J+ E»,,,GRTH, + EA”TRADE, j+u, ()
e e =





OPS/images/C1191018E2.jpg
Ay, =a+ot+dy, .+t N ©
.





OPS/images/C2291029TB1.jpg
OBS

MCLR
(BANK -Bank )

MEAN MCLR
(BANK, -Bank,)

Mean Difference
(Standard Error)

27
28
28
28
28
24
28
28
2%
28
28
24
28
29
29
29
25
29
29
29
25
29
29
25
29
25
29
25

SBI-Axis
SBI-PNB
SBI-Canara
SBI-IDBI
SBI-UBI
SBI-OBC
SBI-HDFC
Axis-PNB
Axis-Canara
Axis-1DBI
Axis-UBI
Axis-OBC
Axis-HDFC
PNB-Canara
PNB-IDBI
PNB-UBI
PNB-OBC
PNB-HDFC
Canara-1DBI
Canara-UBI
Canara-OBC
Canara-HDFC
IDBI-UBI
IDBI-OBC
IDBI-HDFC
UBI-OBC
UBI-HDFC
OBC-HDFC

8.072-8.153
8.066-8.237
8.066-8.3
8.066-8.223
8.066-8.235
7.931-8.35
8.066-8.155
8.182-8.282
8.182-8.33
8.182-8.24
8.182-8.278
8.064-8.397
8.182-8.187
8.268-8.324
8.268-8.232
8.268-8.27
8.132-8.39
8.268-8.182
8.324-8.232
8.324-8.271
8.224-8.39
8.324-8.182
8.232-8.27
8.182-8.39
8.232-8.182
8.124-8.39
8.27-8.182
8.39-8.07

~0.081%* (0.014)
—0.171%* (0.035)
~0.234%* (0.026)
~0.157%* (0.051)
—0.17%* (0.032)
~0.418* (0.055)
~0.089*** (0.01)
~0.099%** (0.038)
~0.148*%* (0.026)
~0.058 (0.049)
~0.096*** (0.038)
~0.333+** (0.053)
=0.005 (0.01)

0.036 (0.061)
~0.002 (0.019)
.258%%* (0.05)
0.086** (0.037)
0.091%5% (0.039)

0.053* (0.033)
~0.166%** (0.049)
014175 (0.024)

~0.037 (0.068)
~0.208*** (0.054)

0.05(0.048)

~0.266*** (0.056)
0.087%** (0.036)

03244 (0.054)






OPS/images/C2491031TB1.jpg
Max.

Variables Mean SD

DEBT 032 024 0.00 251
LTDEBT 018 017 001 150
STDEBT 017 0.15 0.01 223
BKDEBT 023 021 001 190
INT 0.03 0.03 001 030
TAN 0.57 0.34 003 440
SIZE 2876 415 0.77 1.65 685
DEPCN 2804 0.03 0.02 001 029
EARN 2876 013 017 -2.68 193
AGE 2954 4091 2317 3.00 154.00
MPI, 2954 772 0.83 6.52 8.64
MPI,_, 2954 7.38 093 5.89 8.28






OPS/images/C1191018E1.jpg
Ay

a+ By, \+i7,Ay, St
=





OPS/images/C0791014I100-3.jpg





OPS/images/C0791014I100-2.jpg





OPS/images/C0791014I100-1.jpg





OPS/images/C0291008I22-3.jpg





OPS/images/C0291008I22-2.jpg





OPS/images/C1491021T3a.jpg
Oriental Bank of Commerce
Punjab and Sind Bank
Punjab National Bank
Syndicate Bank

UCO bank

Union Bank of India
United Bank of India
Vijaya Bank

Axis Bank

Catholic Syrian Bank Ltd
City Union Bank Limited
DCB Bank Limited
Dhanlaxmi Bank

Federal Bank

HDFC Bank

ICICI Bank

Indusind Bank

Jammu & Kashmir Bank Ltd
Karnataka Bank Ltd
Karur Vysya Bank

Kotak Mahindra Bank Ltd

1013
1.079
1.051
1.040
1.054
1.027
1.103
1.035
1.007
0.970
0.999
1.049
1.010
0.999
1.026
1.009
1.009
0.980
1.000
0.991
1.039

1.000
0.994
1013
1.005
0.990
1.004
0.999
0.998
1.012
0.996
1.002
1.000
1.002
0.997
1.000
1.000
1.000
1.000
0.987
1.000
1.019

Lo14
0.970
1.024
0.993
0.983
1.003
0.935
0.967
1.000
1.027
Lo11
0.973
0.999
1.013
1.018
1.025
0.971
1.019
0.982
1.016
1016

1.008
0.935
1.006
0.988
0.986
1.008
0.908
0.983
1.020
0.967
1.007
0.971
0.989
1.001
1.004
1.008
0.963
1.010
0.987
1.013
0981

1.000
1.068
1.020
1.013
1.012
1.006
1.022
1.016
1.000
0.960
0.978
1.046
0.991
0.999
1.017
0.984
1.007
0.980
0.999
0.981
1.043

000
0.994
1.007
1.000
0.991
1.000
1.000
0.998
Lot
1.000
1.000
1.000
1.000
0.996
1.000
1.000
1.000
1.000
0.986
1.000
1.019

013
1.010
1.030
1.026
1.041
1.021
1.080
1.018
1.006
1.010
1.022
1.003
1.020
1.000
1.009
1.025
1.002
1.000
1.001
1.010
0.996

1.000
1.000
1.006
1.005
0.999
1.004
0.999
1.000
1.000
0.996
1.002
1.000
1.002
1.001
1.000
1.000
1.000
1.000
1.001
1.000
1.000

1.047
1.076
1.033
1.036
1.030
1.032
1.001
1.006
0.996
1o
1.021
1.009
1012

1.008
0.930
1.019
0.993
0.976
1.012
0.907
0.981
1.032
0.963
1.009
0971
0.991
0.998
1.004
1.008
0.963
1.000
0.974
1.013
0.999





OPS/images/C0291008I22-1.jpg





OPS/images/C1491021T3c.jpg
JP Morgan Chase Bank N.A.

Krung Thai Bank Public Company Limited
Mashreq Bank PSC

Mizuho Bank Ltd

Shinhan Bank

Societe Generale

Sonali Bank

Standard Chartered Bank

Mean

1.200
1.383
1.053
1.236
1.275
1.194
1.300
0.942
1.066

1000
1.003
1.024
1.000
1.043
1.000
1.000
0.999
1.002

0.862
0.853
0.831
0.785
0.874
0.781
1018
0.838
0.959

0.963
1.015
1.032
0.961
0.968
0933
0.766
0.837
0.980

197
1.000
0977
1.227
1.194
1123
1.253
0.942
1.032

1000
1.000
LOI18
1.000
1.000
1.000
1.000
1.000
1.000

1003
1.383
1078
1.007
1.069
1.064
1.037
1.000
1.033

1000
1.003
1.006
1.000
1.043
1.000
1.000
0.999
1.002

1034
1179
0.875
0.970
1115
0.932
1.323
0.790
1.023

0.968
1.018
1.056
0.961
1.010
0.933
0.766
0.837
0.982






OPS/images/C1491021T3b.jpg
Lakshmi Vilas Bank
Nainital Bank

South Indian Bank

Tamilnad Mercantile Bank Lid
Yes Bank Ltd.

AB Bank Limited

Abu Dhabi Commercial Bank
BANK OF AMERICA NAA.
Bank of Bahrain & Kuwait BS.C.
Bank of Ceylon

Bank of Nova Scotia

Bank of Tokyo-Mitsubishi UFJ Ltd
BNP Paribas

Citibank N.A.

DBS Bank Ltd.

Deutsche Bank AG

Hongkong and Shanghai Banking Corpn.Ltd.

1.008
1.047

1.016

0978

1.196
1163
1.009
1125
1.160
1.257
1.079
1.180
1.140
1.003
1.280
1172
1.089

1.003
1.004

0.999
0.996
1.000
1.000
1.000
1.000
1.000
1.000
0.998
0.996
1.008
1.000
1.007
1.000
0.997

1013
0971

1.002
0973
0911
0.821
1.000
0.893
0.887
0.818
0.900
0.879
0.930
1.008
0.808
0.950
0.936

0.972

1.001
0.928
0.979
1.009
0.946
1.010
0.979
1.042
0.976
1.005
0.972
0.967
0.967
0.962
0.979

0.981
0.976

1011
0.978
1188
0.824
1.000
112
LIl
1.024
1.066
1162
1.136
0.990
1.290
1141
1.024

1.000
0.985
0.997
0.997
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.008
1.000
1.004
1.000
0.993

1.072

1.005
1.000
1.006
1.410
1.009
1.012
1.044
1.227
1012
1.016
1.003
1.014
0.993

1.003
1.020
1.002
1.000
1.000
1.000
1.000
1.000
1.000
1.000
0.998
0.996
1.000
1.000
1.003
1.000
1.003

1.021
1.017

1.018
0.951
1.089
0.954
1.010
1.005
1.029
1.028
0.971
1.038
1.060
1.011
1.034
L1113
1.019

1Lol6
0.976

1.000
0.925
0.979
1.009
0.946
1.010
0.979
1.042
0.974
1.001
0.980
0.967
0.974
0.962
0.976





OPS/images/C0791014T3.jpg
The Short-run Parameters of the IS

The Short-run Parameters of the LM

Equation (from Table 2) Equation (from Table 2)
Parameter Coefficient Parameter Coefficient
% 03732 v, 0.0298
@ 00711 " 07583
o -0.0331 v, -0.0009
X -0.0053

Variance and standard deviation of the Variance and standard deviation of the

residual of the IS equation

residual of the LM equation

0.2435
0.0593

Standard deviation (a,,)
Variance (o7 )

70 X 0, = (0,0,,) = 0.0049

7t %o} = (k)= 0.00002

Oee, = 0.0152

0.0200
0.0004

Standard deviation (a,, )

Variance (a7, )






OPS/images/C2491031T1.jpg
Variables Abbreviation Definition Expected

Sign
Tangibility TAN Ratio of tangible assets to total +
assets.
Earnings EARN  Ratio of operating income to total -
assets.
Firm size SIZE Natural logarithm of a firm’s total +
assels.
Depreciation ~ DEPCN  Ratio of depreciation to total assets.  —
Firm age AGE Number of years since the -
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A tightening monetary policy has an adverse and temporary impact
on stock market indices.

Unanticipated expansionary monetary policy has an effect on stock
index.

There is no causal relationship between the exchange rates and the
stocks exchanges.

‘The effects of monetary policy on stock markets became more
effective in recession period.

‘There is a bidirectional relationship between monetary policies and
stock exchanges.

Itis identified that higher interest rates have a diminishing effect on
stock returns.

Itis identified that a monetary shock has a negative effect on the
stocks.

‘The study reported that there is one-way relationship between
monetary policy and stock prices.

Itis identified that an increase in the exchange rates leads to lower
stock index.

It is concluded that stock returns have an adverse relation with
interest rates.
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It was reported that a contractionary monetary policy has a
negative impact on the stock market performance.

Itis concluded that monetary policy announcement has a greater
impact on stock prices.

A decine in interest rate has a positive impact on stock returns,

It is defined that there is mutual relationship between the monetary
policy and the stock market performance.

‘They confirmed that stock prices in 12 African countries increase
with expansionary monetary policy via the interest rate channel.

The effect of monetary policies on stock returns is statistically
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in monetary policy.
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Residuals:

Min. 1Q Median 3Q Max.
-24778 -04136  -0.1816 03160 29193
Coefficients:

Estimate SE rvalue  Pr(>|i)

(Intercept) 175¢=16  3.602¢-2 0,000 1.00000

(a) GDP at time zero 3.434e-02  4.450e-02 0.772 0.44075

(c) Investment ratioon  8.794e=02  4.278e=02 2056  0.04039 *
GDP

(d) Inflation higher than ~ —8.104¢—02 3.619¢-02  -2.239 0.02562 *
15%

(¢) Growth rate of 2769e-01 8441e=02 3281  0.00111 **
population

(f) Openness degree 613302 3.880e-02 181 0.11464
((IMP + EXP)/ GDP)

(2) Population aged —8.219¢-01 8.700e—-02  —9.447 <2e—16 ***
0-14 (%)

Signif. codes: ***0.001; **0.01; *0.05.
Residual standard error: 0.7726 on 453 df.
Multiple R-squared: 0.109; adjusted R-squared: 0.4031

F-statistic: 52.66 on 6 and 453 df, p-value: <2.2¢-16
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Residuals:

Min. 1Q
~2.2591 -04328
Coefficients:

Estimate
(Intercept) ~1.34de-16
(a) GDP at time zero 3.376e-08
(b) ODA ratio on GDP ~2.400e-01

(¢) Investment ratio on GDP  7.984e-02
(d) Inflation higher than 15% —6.178¢-01
(¢) Growth rate of population  2.960e-02

(f) Openness degree 8.519¢-02
((IMP + EXP)/ GDP)

(g) Population aged 0-14 (%) —7.229e-01
Signif. codes: *#*0.001; **0.01; *0.05.
Residual standard error: 0.7445 on 452 df.

Multiple R-squared: 0.4542; adjusted R-squared: 0.4457.

Median
-0.1527

SE
3.471e-02
4.289¢-02
4.010e-02
4.125¢-02
3.503e-02
8.140¢-02
3.760e—02

8.546e-02

Fstatistic: 53.75 on 7 and 452 df: p-value: <2.2¢-16.

3Q  Max
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0.787 0431649
~5.985 4.42e-09 ***
1936 0.053527
~1.764 0078458
3.636 0.000308 ***
2266 0023944 *

—8,459 3.78e-16 ***
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CIPLA HUL Tata Motors INFOSYS L&T NTPC ONGC  SBI  AIRTEL BHEL Sterlite Titan
Mean =0.0005 0.0005  0.0004 =0.0002  0.002  0.0013 0.0005  0.002 0.002  0.002 0.001  0.003
Median 0.000  0.000  0.001 0000 0.002 0001 0001 0002 0001 0001 00013 0.001
Maximum 0104 0.091  0.064 0.094  0.115 0085 0087 0084 0080 035 0155 0227
Minimum -0930 -0.074 -0.108  -0.701 -0.714 -0.084 0379 -0.087 -0.080 =-0.683 ~-1.576 —0.129
SD 0.040  0.020 0.022 0.032 0.035 0.020 0024 0.022 0022 0.034 0.066  0.032
Skewness —16817 0322 0390 14473 —11281 0.146 5034 -0.175 -0.060 —10.980 -18.028 0.760
Kurtosis 391.147  4.803 4.056 322558 234.665 5.039  79.931 4494 4242 226596 429.116 8.361
Jarque-Bera 4737090 114 54 3213055 1690801 132 187865 73 49 1575318 5707212 969
Probability 0.000  0.000  0.000 0.000 0000 0000 0.000 0000 0000 0000 0.000 0.000
Sum -0405 0393 0355 -0.180 1453 1038 0398 1285 1474 L1179 0473 2079
Sum Sq. Dev. 1198 0311 0375 0749 0918 0293 0448 0352 0367 0853 3287 0.766
Observations 749 749 749 749 749 749 749 749 749 749 749 749
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CIPLA  HUL  Tata Motors INFOSYS L&T ~ NTPC ONGC ~ SBI AIRTEL BHEL DLF Sterite  Titan
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Median 0001 0000  -0.001  -0001 0001 0000 0000 -0.001 -0.0009 -0.002 -0.004 0002  -0.001
Maximum 0089 0070 0104 0225 0029 0149 0084 0475 0159 0196 0222 0153 0160
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SD. 0024 0023 0.027 0047 0028 0030 003 0041 0043 0032 0051 0044 0035
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Jarque-Bera 161 3 35 06173 327 370 124 123277143 240 164 31 186
Probability ~ 0.000  0.000  0.000 0000 0000 0000 0000 0000 0000 0000 0000 0000  0.000
Sum 0457 0213 0387 -0910 -0059 -0.049 -0044 0066 1107 -0.071 -1.09 -0.183 -0.094
SumSq. Dev. 0277 0.251 0362 1068 0381 0425 0557 0828 0917 0512 1271 0953 0605

Observations  489.000 489.000  489.000  489.000 489.000 489.000 489.000 489.000 489.000 489.000 489.000 489.000 489.000
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CIPLA  HUL  TataMo- INFOSYS L&T  NTPC  ONGC  SBI  AIRTEL BHEL ~ DLF  Sterlite  Titan
tors

Mean 9.11E=05 0000652 0.00014 —~0.000261 ~0.000564 ~0.001669 ~0.000107 ~0.00128 ~2.03E-05~0.003129 ~0.000335 ~0.0028 000214
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Dickey Fuller
test
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test
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% -3415835 ~3415835 3415835 ~3419056 ~3.419056 3419076 ~3419056 ~3 419076 ~2.864974 ~2864974 2864974 ~2.864974
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Dependent Variable: LCL_S_RETURN

Method: Least Squares

Included observations: 749 after adjustments

Variable Coefficient ~ SE  rStatistic  Prob.
LCIPLA_R_CL_PRICE 0016007 0005045  3.172644 00016
LBHR_CL_PRICE 0038589 0.006344  6.082752  0.0000
LAIRR_CL_PRICE 0128572 0.010447 1230651 0.0000
LHUL_R_CL_PRICE 0113141 0011289 1002244 0.0000
LINFOSYS_R_CL_PRICE 0.064010 ~ 0.006489  9.864672  0.0000
LL_T_R_CL_PRICE 0043928 0.006067  7.241077  0.0000
LNTPC_R_CL_PRICE 0083965 0011796  7.118309  0.0000
LONGC_R_CL_PRICE 0082570  0.008896  9.281658  0.0000
LSBI_R_CL_PRICE 0160550 0.011467 1400152 0.0000
LSTR_CL_PRICE 0009673 0.003089 3131602 0.0018
LTATA_MOTORS_R_ 0111011 0011714 9476427 0.0000
CL_PRICE

LTITANR_CL_PRICE 0031351 0.007262 4317342 0.0000
c 0000467  0.000196  2.389354 00171
R-squared 0866017 Mean dependent var  0.001483
Adjusted R-squared 0863833 SD dependent var 0.014356
SE of regression 0005297 Akaike info criterion  ~7.625970
Sum squared resid 0020655 Schwarz criterion ~7.545805
Log likelihood 2868926  Hannan-Quinn criter.  7.595079
Fstatistic 3964372 Durbin-Watsonstat  1.974780
Prob( F-statistic) 0.000000
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Included observations: 489

Variable Coefficient SE (-Statistic Prob.
LCI_R_CL_PRICE 0.063305  0.014547 4351883 0.0000
LBHR_CL_PRICE 0.121779  0.013572  8.972690 0.0000
LAIRR_CL_PRICE 0.045331 0.007407 6119963 0.0000
LDLFR_CL_PRICE 0.063887  0.008741  7.308967  0.0000
LHUL_R_CL_PRICE  0.060196  0.015056  3.998033  0.0001
LIN_R_CL_PRICE 0.186190 0013192 1411330 0.0000
LLT_R_CL_PRICE 0.034704  0.007798 4450232 0.0000
LNTPC_R_CL_PRICE  0.065568  0.014971 4.379683 0.0000
LONGC_R_CL_PRICE  0.092429  0.013816  6.689844 0.0000
LSBI_R_CL_PRICE 0.154103  0.013511 1140593 0.0000
LSTR_CL_PRICE 0.085463  0.009230  9.258746 0.0000
LT_M_R_CL_PRICE 0.048870  0.009433  5.180824  0.0000
LTITANR_CL_PRICE 0016200  0.010220  1.585161 0.1136
o —0.000152  0.000290 0524552 0.6001
R-squared 0939294 Mean dependent var —0.000306
Adjusted R-squared 0.937633 SD dependent var 0.025555
SE of regression 0.006382 Akaike info criterion =7.242434
Sum squared resid 0.019347 Schwarz criterion =7.122407
Log likelihood 1784.775  Hannan-Quinn criter.  ~7.195291
Fstatistic 5653540 Durbin-Watson stat 2.079589
Prob(F-statistic) 0.000000
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Dependent Variable: LCL_S_RETURN

Method: Least Squares

Included observations: 793

Variable Coefficient ~ SE Statistic  Prob.
LAIRR_CL_PRICE 0055231 0.008352  6.613075  0.0000
LBHR_CL_PRICE 0.002006  0.002624  0.764360 0.4449
LCIPLA_R_CL_PRICE 0.056749  0.011078  5.122720  0.0000
LDLFR_CL_PRICE 0.078814  0.007817  10.08279 0.0000
LHUL_R_CL_PRICE 0.094373 0011244 8.392935  0.0000
LINFOSYS_R_CL_PRICE  0.176917 ~ 0.009690 1825792  0.0000
LL_T_R_CL_PRICE 0.150397  0.010644  14.12983  0.0000
LNTPC_R_CL_PRICE 0.091973  0.013020  7.063765 0.0000
LONGC_R_CL_PRICE 0.010019  0.002897  3.458282  0.0006
LSBI_R_CL_PRICE 0.126435 0010416 1213842 0.0000
LSTR_CL_PRICE 0.007020  0.003047  2.303715 0.0215

LTATA_MOTORS_R_CL_  0.013524 0002529  5.348471  0.0000
PRICE

LTITANR_CL_PRICE —0.000309 0.001448 —-0.213359  0.8311

C 0.000197 0000154 1.283672 01996

R-squared 0.842758  Mean dependent var ~ 9.70E-05
Adjusted R-squared 0.840134  SD dependent var 0.010765
SE of regression 0.004304  Akaike info criterion  —8.041040
Sum squared resid 0.014431  Schwarz criterion ~7.958491
Log likelihood 3202272 Hannan-Quinn criter.  —8.009315
F-statistic 3211663 Durbin-Watsonstat  2.031360

Prob( F-statistic) 0.000000
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IMF’s Forecast and Month of Forecast for 2009

Item 2008 April July October January April July October
2008 2008 2008 2009 2009 2009 2009

Globalgrowth 3 38 39 3 05 -13 -14 -1l

Advance 06 13 14 05 -2 -38 -38

economies (AEs)

Advance 6 66 67 61 3316 1517

cconomies (EDE)

World Trde@ 3 38 39 3 -28 -1 -122 119

Consumer Price Inflation

AEs 34 20 23 2 03 =02 01 01

EMEs 9.3 57 7.4 7.8 5.8 57 53 5.5
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Regression Statistics

Multiple R 0.8143
R-square 0.7160
Adjusted R-square 0.6541
Standard error 0.8871
Observations 36
ANOVA

Degreesof Sumof ~ Mean F Significance

Freedom  Squares Squares
Regression 3 310195 10.6866 1092 0.0005
Residual 32 101456 1.9283
Total 35 41,1651

Coefficients SE__ r-Statisties _p-Value

Intercept ~19.0893 61041 31273 0.0065
Repo rate ~8.6790 30433 27611 0.0031
Reverse repo rate 7.1967 1.7082 42130 0.0009
CRR 26786 17184 15587 0.0082






OPS/images/C0791014E21.jpg
Alnms = ay + aylnmis,_, + aylny,  +asi,_y + iL\Alnm& ;
=

rar =





OPS/images/C0791014E20.jpg
Alny = By + By, + Bt + ‘: Ay, + i 2D+ e (20






OPS/images/C0791014E23.jpg
2Alny,_; + zu\m,,/
= (23)

Alnms = vy + Y yAlnms,_; +
= 7
+ U ECM2,_ +e,






OPS/images/C0791014E22.jpg
Alny= o+ ip,Alny, S+ iv»zm; S GECMI e (22)
G {





OPS/images/C0291008I24-2.jpg





OPS/images/C0291008I24-1.jpg





OPS/images/C2691033T1.jpg
September April September April September April September April September April September April September April
2000 2001 2001 2012 2012 2013 2013 2014 2004 2015 2015 2016 2016 2017

Reporate 6% 6.75% 8.50% 8% 8% 7.5% 175% 8% 8%  15% 675% 675% 65% 625%

Reverse S 5I5% 125% % % 65% 67% % T%  65% 64% 625% &% 6%
repo rate

CRR 6% 6% 6% 4TS% 425% 4% 4% 4% 4% 4% % &% 4% 4%
SLR % % UM% W% 2% 2% 2% 2% 2% 2L5% 21.5% 215% 2%

BR 6% 6% 6% 9% W 85% 1025% 9% %% 850% 825% 175%  T%

Inflation %% 98% T.6% 96% TS% T54% 674% 4T8% 8% 3% %

CPI 83% A 9% 102% 9.6% 94% 9.84% S.10% S2%  S% 4%  S4%  44%  36%
WPl 9% 98% 100% T5% T6% 1.5% 646% 47% 26%  24% % 07% 35T%  6.55%
GDP 84% 8%  8S%  TT% 58% A4S % S8% T4% 6%  84% 6% T47%  T%

M3 154%  16% 155%  15%  14% - - - - - - - - N
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Response of ASP:

Period  Shockl  Shock2  Shock3  Shockd  ShockS  Shocké
] 0277729 0000000 0000000 0.000000  0.000000 -0.013274
2 3570188 5965735 1330764  2077.883 1332121 2278340
3 3773865 -419.8020 1165483 1881008 -19.02340 1020336
4 450.7464 4201812 1315327 2124965 2461308  6.838473
5 7178885 9352030 2430130  3806.827 3293845  28.40443
6 6650762 8501461 2212092 3449.570 -30.92577  25.24500
7 GIS.8083 7824107 2020.642  3ISS.519 2900622 2292364
8 3163655 2007959 8054399 1270694 195471 1396611
9 1091960 610.2508  §84.8330 1329347 5926131 3513518
10 379.1967  1153.363  1920.366 2906.560  2.115894 5842184
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Sectors Pre-meltdown Years Meltdown Years

2006-2007  2007-2008  2008-2009  2009-2010

Agriculture and Allied 37 47 16 ~02
activities
Mining and Quarrying 8.7 39 16 87
Manufacturing 149 103 32 89
Electricity, Gas. and 8.5 10 39 82
Water Supply
Trade, Hotels. and 112 9.5 53 83
Restaurant
Construction 106 10 59 65
Transport, Storage, and 126 13 1.6 NA
Communication

ance, Insurance, Real ~ 14.5 132 101 99
Estate and Business
Services
Community, Personal, 26 61 139 82
and Social Services
Total GDP from all 9.7 92 67 72

sectors
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Hypothesis F-Values  Probabil Remarks
(Lag)
d(d(GDP)) does not cause d(d(MS)) 3.3703) 005 d(d(GDP))—
d(d(MS))
d(d(MS)) does not cause d(d(GDP)) 0.18 (3) 0.90  No causality
d(d(GDP)) does not cause d(d(Inf)) 1.2303) 081 Nocausality
d(d(Inf)) does not cause d(d(GDP)) 030 (3) 033 No causality
d(d(MS)) does not cause d(d(Inf)) 0.88(3) 047 No causality
d(d(Inf)) does not cause d(d(MS)) 0.10(3) 0.95  No causality
d(LogGDP) does not cause d(Lognf) 174 (3) 022 No causality
d(Loglnf) does not cause d(LogGDP) ~ 1.37(3) 038 No causality
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Date CRR Date CRR Date CRR Date CRR
September 16, 1962 3 November 22, 1986 9 November 22, 197 95 February 17,2007 575
June 29, 1973 5 February 28, 1987 9.5 December 6, 1997 10 March3,2007 6
September 8, 1973 6 May23, 1987 9.5 January 17, 1998 105 April 14,2007 6.25
September 22, 1973 7 October 24, 1987 10 March 28, 1998 1025 April 28, 2007 65
July 1, 1974 5 April 23, 1988 10 April 11,1998 10 August4, 2007 7
December 14,1974 4.5 July 2, 1988 105 August 29, 1998 11 November 10,2007 7.5
December 28, 1974 4 July 30,1988 11 March 13,1999 105 April 26, 2008 7.75
September 4, 1976 5 July1,1989 15 May$8, 199 10 May 10,2008 8
November 13, 1976 6 May4,1991 15 November 6, 1999 9.5 May24,2008 825
January 14, 1977 6 January 11,1992 15 November 20, 1999 9 July5,2008 8.5
July 1,1978 6 April 21,1992 15 April 8, 2000 8.5 July 19,2008 8.75
June 5, 1979 6 October 8, 1992 15 April 22,2000 8 August 30,2008 9
July 31, 1981 65 April 17,1993 145 July 29, 2000 825 October 11,2008 75
August 21, 1981 7 Mayl5,1993 14 August 12,2000 8.5 October 11,2008 65
November 27, 1981 7.25  June 11,1994 145 February 24, 2001 8.25  October 25, 2008 6
December 25,1981 7.5 July9, 1994 1475 March 10, 2001 8 November 8, 2008 55
January 29, 1982 775 August 6,194 15 May 19,2001 7.5 January 17,2009 5
April 9, 1982 7.25 November 11,1995 145 November 3, 2001 575 February 13,2010 55
June 11, 1982 7 December 9, 1995 14 December 29, 2001 5.5  February 27, 2010 5.75
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Statistics/ in st Dff. 2nd Diff. Ist Diff. 2nd Diff.

Variables

ADF =275 -4.82 -1.26 -2.85 -4.17 -6.24

(Prob) (0.07) (0.00) (0.28) (0.06) (0.00) (0.00)

PP(Prob) -3.29  -692 217 499  -157  -1133
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Remarks Istdif.  2nd diff.  2nd diff. 2nd diff.  Istdift.  2nd diff
stationary stationary stationary stationary stationary stationary
inboth ~ inboth inboth inboth inboth inboth
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1997-1998  April 16,1997 11 (=1.00) To reflect the stance of monetary
policy, being a signal rate.
June 26,197 10 (=1.00) —
October 22, 9 (-L00) -
1997
January 17, Il (+2.00) Tocontrol broad money
1998 expansion.
March 19,198 10.5  (=0.50)
1998-1999 April 3,1998 10 (~0.50)
April29,198 9 (=1.00)
March2,19 8  (~1.00) To reduce liquidity support

1999-2000
2000-2001

2001-2002

2002-2003

2003-2004

2004-2010

8 Nochange
April 2, 2000 7 (—1.00)
July 22, 2000 8 (+1.00)

February 17, 7.5 (=0.50)
2001
March2,2001 7 (-0.50)
October 23, 65 (-0.50)
2001
October30, 625 (-0.25)
2002
April29,2003 6 (-0.25)

6 Nochange
February 13, 9.50  (+3.50)
2012

April 17,2012 9.00  (-0.50)
January 29, 875  (-0.25)
2013

March 19,2013 8.50

May3.2013 825

1o banks and probability of
defaults (PDs).

“To be align with international
developments.

To keep the rate stable, being a
reference rate.

RBI considered this only as
technical adjustment.
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Panel 11

ong run causality test results through VECM for India

Dependent Variables  Independent Variables  Coeffs(Prob.) EC Term(n) Prob. Remarks
D(INDFIN) D(INDGRTH), -0.33 006 D(INDGRTH),
D(INDTRADE) D(INDTRADE) —
D(INDFIN)
D(INDGRTH)  D(INDFIN), -0.09 074 No Long run causality
D(INDTRADE)
D(INDTRADE) D(INDFIN), D(INDGRTH) GRTH(-1)= -0.35 005 D(INDFIN),
1.020.05) D(INDGRTH) —
D(INDTRADE)
Panel 1V. Short run causality test results for India through VECM
Dependent Van Independent Variables Chi square Prob. Remarks
ables value
D(INDFIN) D(INDGRTH), 2.54 038 No SR causality
D(INDINDTRADE)
D(INDGRTH) ~ D(INDFIN), 119 087 No SR causality
D(INDTRADE)
D(INDTRADE) D(INDFIN), D(INDGRTH) 7.87 0.084 D(INDFIN), D(INDGRTH) —

D(INDTRADE)
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VAR Lagsin VAR Sign of Coefficient  p-Values

Global liquidity growth 1 + 0.069
2 + 0211
3 + 0.239
4 + 0316

US liquidity growth 1 + 0.406
2 + 0.024
3 + 0.036
4 + 0.309

Stock of global liquidity 1 + 0.396
2 + 0018
3 + 0.021
4 + 0.529

Granger causality

Hypothesis p-values

Global liquidity growth does not 0.160

Granger cause BSE Sensex

US liquidity growth does not 0.034

Granger cause BSE Sensex
Stock of Global liquidity does not Granger cause BSE Sensex 0.067
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Group 3 inflation
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Model: inflnrt, = 3, infinrt, , + 3, GDPgap + 8, d, GDPgap + 3, d, inflnrt,, + u

Dependent Variable: Inflation Rate (CPI Combined)

Independent variable Coefficient 1-Statistic p-Value
Lagged inflation rate 0.8848 5.68 0.0000%**
GDP gap 0.0034 2.98 0.0210%*
d,inflation(lagged) 0.0016 1.09 0.0602

,GDPgap 0.7024 3.24 0.0034*
0.8992 adjusted R* = 0.8379
=0.0002

R
p-Value (F-statisti
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Inerest Cycle Amount Invested  Interest Earned  Equivalent Rate
(Rs.) (Rs.)

Annual 1lac 10,000 10%

Half-yearly 1lac 10,250 10.25%

Quarterly 1lac 10,381 10.38%

Monthly 1lac 10,471 10.47%
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Series: INF DMS

Exogenous series: E R

Warning: Critical values assume no exogenous series.
Lags interval (in first differences): 1 to 1

Unrestricted Cointegration Rank Test (Trace)

Hypothesized Trace 0.05
No. of CE(s) Eigenvalue  Statistic  Critical Value
None* 0473820 30.74204 2587211
At most | 0.172009 6.983881 12.51798

Trace test indicates | cointegrating eqn(s) at the 0.05 level

* denotes rejection of the hypothesis at the 0.05 level
** MacKinnon-Haug-Michelis (1999) p-values

Unrestricted Cointegration Rank Test (Maximum Eigenvalue)

Hypothesized Max-Eigen 0.05
No. of CE(s) Eigenvalue Statistic ~ Critical Value
None* 0.473820 23.75816 1938704
Atmost 1 0.172009 6.983881 1251798

Max-cigenvalue test indicates | cointegrating eqn(s) at the 0.05 level

* denotes rejection of the hypothesis at the 0.05 level
** MacKinnon-Haug-Michelis (1999) p-values

Prob.**
0.0114
0.3462

Prob.**
0.0108
0.3462
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Unit Root Tests.

Variables “Test Statistic Probabi Order of
Value  Integration
r 698 0.00% 12)
v 5.40 0.00% 1)
T 633 0.00% 12)
M, —5.21 0.00% 12)
REER 575 0.00% 12)
Pairwise Granger Causality
Null Hypothesis W-bar statistic ~ Probability
(r - r*) does not Granger cause (y - *) 093 099
»*) does not Granger cause (r - r*) 276 0.00%
(- r*) does not Granger cause (7 1*) 101 0.60
(7~ n*) does not Granger cause (r - r*) 397 0.00%
(r— r*) does not Granger cause (M, M3) 098 099
(M- M3) does not Granger cause (r - r*) 1.9 0.00%
(r~ r*) does not Granger cause (REER - REER*) 1,02 0.60
(REER - REER*) does not Granger cause (7 - r*) 2.8 0.00
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Year EFFCH  TECHCH  PECH SECH TFPCH
2006 1.827 0.574 1.399 1.306 1.049
2007 1.024 1.065 0.984 1.041 1.091
2008 0.967 1.148 0.975 0.992 1110
2009 0.993 1.056 0.975 1.019 1.049
2010 0.898 1.077 0915 0.982 0.968
2011 1.077 0.907 1.042 1.033 0.977
2012 1.049 1.057 1.037 1012 1.109
2013 0.990 1.198 0.991 0.999 1.186
2014 1117 0.794 1.089 1.026 0.887
2015 0.981 1.018 0.988 0.992 0.999
2016 1.084 0.885 1.056 1.026 0.959
2017 1.005 0.925 0.998 1.008 0.929
Mean 1.066 0.959 1.032 1.033 1.023
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Year EFFCH  TECHCH  PECH SECH TFPCH
2006 1.015 0.875 0.993 1.022 0.888
2007 1.021 1.003 1015 1.005 1.024
2008 0.989 1.010 0.994 0.995 0.999
2009 0.996 1.021 0.994 1.002 1.017
2010 0.970 0.965 0.980 0.990 0.936
2011 1.028 0.993 1.013 1.016 1.021
2012 1.010 1.026 1012 0.999 1.037
2013 0.980 1.092 0.991 0.989 1.070
2014 1.011 0.876 1.000 1011 0.885
2015 0.996 LOI8 0.998 0.998 1.013
2016 1.004 0.940 1.002 1.002 0.944
2017 1.008 0.964 Lol 0.997 0972
Mean 1.002 0.980 1.000 1.002 0.982
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Year/No. of CRR (%)  Bank Rate (%)  Repo(%)  Reverse Repo

mes (%)
2001-2002 4 2 4 3
2002-2003 2 1 3 3
2003-2004 1 1 1 1
2004-2005 2 0 0 0
20052006 0 0 2 3
2006-2007 4 0 5 2
2007-2008 4 0 0 0
2008-2009 10 0 8 3
20092010 2 0 2 2
2010-2011 1 0 7 7
2011-2012 0 0 5 5
2017-2018 4 625 6 575
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Firm EFFCH TECHCH PECH SECH TFPCH
P 1 P 1 P 1 2 1 P 1

State Bank of Bikaner & Jaipur 1.019 1.000 1.027 0980 1.013 1.000 1.006 1.000 1.047 0.980
State Bank of Hyderabad 1006 1.000 1.020 1.016 1.000 1.000 1.006 1.000 1.026 1016
State Bank of India 1027 1.001 1.006 1011 1000 1.000 1.027 1.001 1033 1012
State Bank of Mysore 1020 0999 1.027 1.003 1.020 0999 1.000 1.000 1.048 1.001
State Bank of Patiala 0968 0992 1.020 1.023 0968 0993 1.000 0999 0987 1.015
State Bank of Travancore 0993 1000 1.027 0.999 0991 1.000 1.002 1.000 1.020 0.999
Allahabad Bank 1037 1017 0998 0992 1015 1008 1.022 1.009 1.035 1.009
Andhra Bank 1060  1.000 0988 0987 1.041 1000 1018 1.000 1.047 0.987
Bank of Baroda 1032 1011 1028 0992 1.006 1.002 1.025 1.009 1.061 1.003
Bank of India 1021 0999 1015 1010 1000 1.000 1.021 0999 1.037 1.009
Bank of Maharashtra 1037 1.024 0975 0961 1.016 1.021 1.020 1.003 1.010 0.985
Canara Bank 1014 1010 1032 1.002 0996 1.000 1.0I8 1.010 1.046 1.012
Central Bank of India 1037 0993 0971 0976 0998 0993 1.039 1.000 1.007 0969
Corporation Bank 1029 1.000 1030 1.009 1.020 1.000 1.009 1.000 1.059 1.009
Dena Bank 1.041 0997 0988 0975 1.029 0997 1.011 1.001 1.029 0973
IDBI Bank Limited 0987 0995 0982 0944 0.998 0.996 0.989 0999 0.969 0.940
Indian Bank 1.162 1.007 0931 0988 1.023 1.003 1.136 1.004 1.082 0.995
Indian Overseas Bank 1.016 1.004 0992 0985 1.001 1.000 1015 1004 1007 0.989
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Response of EACHANGE_RATE:

Period  Shockl  Shock2  Shock3  Shockd  ShockS  Shock6

1 ~0.140464  0.507645  0.000000  0.000000  0.000000 -0.026958
2 ~0.757818 1923134 2091039 -3.297746  0.014973  -0.091651
3 1427263 3363671 4366496 6913706 0033263 0.155585
4 ~2.054455  4.631220 6422228 -10.22882  0.052298 -0.210079
5 ~2.172930  4.432784  6.605399 -10.62908  0.065751 -0.191534
6 2130542 4037372 6117779 9988437 0071716 -0.167457
7 2158762 3803638 5976963 -9.887165  0.079252  -0.150761
8 2181915 3584562 5878814 9.844410 0086011 0135264
9 2637826 4746939 7.638087 12.62167 0094221 0190744
1 3066197 5614299 9250309 1525556 0.106907 0228065
Response of INF:

Period _ Shockl  Shock2  Shock3  Shockd  ShockS  Shock6

1 0666838 2.197090 3401801 3829584  0.000000 0.113860
2 0811934 2723562 4254650 -4.549621 -0.001214  -0.141820
3 0.622004 2286198 3533444 3138800 0.005673 0.121795
4 0238444 1255308 1.864236 0472096 0.011160 0.071635
5 0575419 0302366 1286091  4.084771 0037105 -0.006675
6 1178587 1764029 3845694  7.750088 -0.049308  0.061701
7 1563540 2854317 5610677 1010087 0053471  0.115706
8 1.806686  ~3.681901 -6.838840 11.56995  -0.052908 0.158966
9 1531880 4.104013 6581829 1042284 0.022310  0.199463
10 1.300429  -4.134902  -6.120468  9.173095  -0.003975 0.212193
Response of TB:

Period  Shockl Shock2 Shock3 Shockd Shocks Shock6

1 0.519040  —1.710128 -2.647826  3.876467  0.000000 0.088624
2 0.773315  -2.545882  -3.959025 5.795711 -2.50E-05 0.131906
3 0.884892  -2.956966 -4.577862 6.675307  0.000992 0.153819
4 0891463 3067776 4701397 680924  0.003064  0.160812
5 0556785 1976754 2991333 4425443 0003314 0.104436
6 0308730 1257993 1790089  2.680082  0.005555  0.068570
7 0077151 -0.587068 ~0.665874  1.048071  0.007645  0.035093
8 0133153 0020611 0358621 -0.442728  0.009574  0.004798
9 0140882 0.006540 0350132 -0.559442 0010504  0.006081
10 0168193  0.084075  0.472644 -0.795372  0.010800  0.002238
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Number of Hypoth
Co-integrating Equations ~ Statistic  Level of Si

Trace  Critical Value at 5% MeKinnon p-Value
ificance (One-sided)

Variables : Total Bank Loan to SHGs, Repo Rate, and Reserve Repo Rate

None 36.0267 24.2759 0.0011%
At most one 10.2988 12.3209 0.1066
At most two 0.0927 4.1299 0.8230
Variables : Bank Loan Per 1,000 SHGs, Repo Rate, and Reserve Repo Rate
None 26.5306 242759 0.0256*
At most one 8.6098 12,3209 0.1931

At most two 0.0035 41299 0.9601
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Variables  McKinnon McKinnon  MeKinnon One- Order of
Onesided p-Value ~ One-sided  sided p-Value  Integration’

(with Trend and p-Value (with  (without Trend
Intercept) Intercept)  and Intercept)
Repo rate 0.0609 0.013 02856
(2.6715) (2.5436) (3.0081) 101)
(Trend is insignificant (Intercept is
and Intercept is significant)
significant)
Reverse  0.0904 02158 04734 101)
repo rale  (2,3636) (2.4989) (2.6545)
(Trend and Intercept (Intercept is
are insignificant)  insignificant)
Total bank 0.9986 10000 0.9999 101)
'SO‘:"GIO (18.2541) (18.1426) (18.2281)
(Trend and Intercept (Intercept is
are insignificant)  insignificant)
Loan per  0.6028 0.9270 0.9967 1(1)
1,000
A (3.800) (3.5059) (3.5831)
SHGs

(Trend and Intercept (Intercept is
arc insignificant)  insignificant)
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Variable Statistic  Probability  Critical Value ~ Series Type
LAR 3.022260 10000 -2.991878" NS
D(LAR) =3.275696 0.0282 ~2.998064" s
CRR -1.832077 03332 -2991878" NS
D(CRR) ~4.888617 0.0007 ~2.998064" s
CDRSCBs ~0.732859 08198 -2991878" NS
D(CDRSCBs)  =3.760913 00098 -2.998064" s
NPA ~1.220171 0.6465 ~3.004861" NS
D(NPA) ~1.883748 03332 -3.0048614" NS
D(NPA(2)) ~7.434643 00384 -3.012363 s
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Medical Touri

Total

Affected Over Last

Six Months

Original Count Dimension2  No 17 1 18
Yes 0 32 32
%  Dimension2 No 944 5.6 100.0
Yes 0.0 100.0 1000
Cross-validated Count Dimension2 ~ No 18 0 18
Yes 0 32 32
%  Dimension2 No 1000 0.0 100.0

Yes 0.0 1000 100.0
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Medical Tourists Affected Mean  SD Vi
Over Last Six Months

N (List Wise)
Unweighted Weighted

Not affected Age of the hospital 320 0.862 15 15.000
‘Type of hospital 167 0488 15 15.000
Media 0.07  0.258 15 15.000
Political decision 0.13 0352 15 15.000
Government decisionon  0.13  0.352 15 15.000
sanctioning visa
Demonetization 013 0352 15 15.000
CE Act 0.13 0352 15 15.000
Accreditation 0.60  0.507 15 15.000

Affected  Age of the hospital 196 0.676 25 25.000
Type of hospital 1.24 0436 25 25.000
Media 100 0.000 25 25.000
Political decision 0.96  0.200 25 25.000
Government decision on  0.84  0.374 25 25.000
sanctioning visa
Demonetization 0.60  0.500 25 25.000
CE Act, 0.80  0.408 25 25.000
Accreditation 084 0374 25 25.000

Total Age of the hospital 242 0958 40 40.000
“Type of hospital 140 0496 40 40.000
Media 0.65  0.483 40 40.000
Political decision 065 0483 40 40.000
Government decisionon  0.57  0.501 40 40.000
sanctioning visa
Demonetization 043 0.501 40 40.000
CE Act, 0.55  0.504 40 40.000

Accreditation 075 0439 40 40.000
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Wilke  F dt an Sig
Lambda
Age of the hospital 0737 17107 1 48 0000
Type of hospital 0.970 1.509 1 48 0.225
Media 0.084 522.240 1 48 0.000
Political decision 0245 148088 1 48 0000
Government decisionon 0492 49.496 1 48 0000
sanctioning visa
Demonetization 0.804 11.672 1 48 0.001
CE Act 0583 34268 1 48 0.000
Accreditation 0.925 3.917 1 48 0.054
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Dependent Variable Dummy  Independent Variable Category

Affected group 1= Yes Age of the hospital (V) 1< 5 years, 2 =5-10

of physicians years, 3 = 11-15 years,
4> 15 yea
0=No Type of hospital (V,) multispecialty,
superspecialty
Media (V) =yes,0=no
Political decision (V) 1= yes, 0 =no
Government decision on 1 = yes, 0 = no
sanctioning visa (V)
Government decision on 1 = yes, 0 = no
demonetization (V,)
Government decision on 1 = yes, 0 = no

CEAct (V)
Accreditation (V) 1= yes,0=no
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Panel I: ARDL Bounds Tests

Test Statistic Values 95% Lower Bound 95% Upper Bound
F-statistic 15.57 331 4.69

Panel 11: ECM-ARDL Test Results

Variables Coefficient rStatistic Prob
Co-in Eq (1) -0.3503 -7.43 0.00%
D(LR_Y) -442 0.00%
D((LR_Y(-1)) -5.23 0.00%
D(DL_M3) -0.38 0.56
D(DL_M3(-1)) 0.0027 -141 0.16
D(DL_M3(-2)) 0.0048 252 0.01*
D(L_EX) ~0.0413 -085 034

D(L_I) ~0.6746 ~0.06 0.95
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Medical Tourism
Over Last Six

Months
Variable Total Affected Not  Calculated P Acceptancel

(%) Affected x* (Critical value  Rejection

(%) Value =
65.171)

Age of the hospital 625 315
<5 years 8 750 250 7167 0.643  Rejected
5-10 years 23 913 87
1115 years 10 30.0 70.0
>15 years 9 22 718
Type of hospital 560 440
Multispecialty 28 7.4 28.6 81.524 0.67  Rejected
Superspecialty 2 545 455
Media 660 340
Yes 17 0.0 100.0 45.79 0.000  Accepted
No 33 97.0 3.0
Political decision 660 340
Yes 33 93.9 6.1 37.76 0.000  Accepted
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Yes 20 900 100 978 0020 Accepted
No 30 46.7 533
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Yes 27 926 74 2030 0000 Accepted
No 23304 696
Accreditation 720 280
Yes 36 722 218 7377 0287 Rejected

No 4 49 571
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dollar stimulates stock prices.
There is not a long run relationship between stock prices and
exchange rates.

They reported that there is adverse relationship between the interest
rates and stock prices.

‘There is a relationship between the stock price and the exchange
rates.

“The stock prices are negatively linked to the exchange rates.
Expansionary monetary policy has a positive impact on real stock
prices.

Itis found that an increase in short-term interest rate leads to
smaller stock prices.
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Dependent Variable: D(USAFIN)

Dependent Variable: D(CHIFIN)

Excluded Chi square df Prob. Excluded Chi square df Prob.
D(USAGRTH) 2365376 2 0.3065 D(CHIGRTH) 0.064669 2 0.9682
D(USATRADE) 1.641031 2 0.4402 D(CHITRADE) 1.117866 2 0.5718
All 6705215 4 0.1523 All 1.704989 4 0.7898
Dependent variable: D(USAGRTH) Dependent variable: D(CHIGRTH)
Excluded Chi square dfr Prob. Excluded Chi square dar Prob.
D(USAFIN) 7.905792 2 0.0192 D(CHIFIN) 5.632256 2 0.0598
D(USATRADE) 17.23812 2 0.0002 D(CHITRADE) 1.115787 2 0.5724
All 64.78415 4 0.0000 All 10.64127 4 0.0309
Dependent variable: D(USATRADE) Dependent variable: D(CHITRADE)
Excluded Chi square df Prob. Excluded Chi square df Prob.
D(USAFIN) 0.486525 2 0.7841 D(CHIFIN) 7.816076 2 0.0201
D(USAGRTH) 3.962840 2 0.1379 D(CHIGRTH) 18.25877 2 0.0001
All 6.285472 4 0.1788 All 27.73812 4 0.0000






OPS/images/C1191018T3.jpg
USA D(USAFIN)  D(USAGRTH) D(USATRADE) China D(CHIFIN)  D(CHIGRTH) D(CHITRADE)

Independent Independent
variables Variables

D(USAFIN 0931450 -0.020939  -0.008635  D(CHIFIN 0611185 —0.034882  —0.113562
(-1) [3.18502]  [-245555)  [-0.52071]  (-1) [1.30010]  [-2.21959]  [-2.69324)
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(-2)) [-0.92983] [0.01993] [0.66057)  (-2) [~1.40875) [1.39431) [1.43204]
D(USAGRTH 1174756 0.037947 0886640  D(CHIGRTH — —-0.522601 0235826 2378735
(-1)) [1.46735] 0.16256] [195294]  (-1)) [-0.05653] [0.76302) [2.86858)
D(USAGRTH 1403217 0.391962 0410388 D(CHIGRTH 1600113 -0.314576  -1.310634
(-2)) [0.23427) 1224427 [120822]  (-2)) [021122]  [-124216]  [-1.92890]
D(USATRADE ~0.788212  -0.619452  D(CHITRADE  -2.663639 0.090382 0.284260
(=1) [F115022]  [-4.3833)  [-1.67229]  (-1)) [-0.96184] [0.97627) [1.14441]
D(USATRADE ~ -4564486 0057520 0088852 D(CHITRADE  0.567793 0.036747 0.093766
(-2)) [-0.73752]  [-0.31874] [025317]  (-2)) [0.28419] [0.55017) [0.52323]
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Country Hypothesized Trace Statistics ~ Max. Eigen Remarks
No. of CE(s) (Prob) Statistics (Prob)

USA None 1922(047)  038(047) The variables are
Atmost]  8.10(045) 0.21 (0.45) Dot cointegrated at
Atmost2  245(0.11) 0.10(0.11) 03 tevel:

China None 22.05(0.29) 0.51(0.29)  The variables are not
Atmost1 559 (0.74) 021 (0.74) ;‘:;rsﬂlcc%r;kd at
Atmost2  0055(081)  0.002(0.81) .

India None* 30.59 (0.04) 0.52(0.04)  The variables are
Atmost  13.63(0.00)  0.40.52(0.09) cointegrated and there
Atmost2  1.57(0.20) 0.06(0.20) 3! coimiegrating

equation at 0.05 level.
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USA =354 0.01 S =636 000 S -552000 S
China ~ ~3.47 0.02 S =563 000 S =309 0.04 s
India  -2.86 0.07 S 444000 S -577 000 S






OPS/images/C0791014I97-3.jpg





OPS/images/C0791014I97-4.jpg





OPS/images/C0791014I97-5.jpg





OPS/images/C0491009T57-01.jpg
SOUHNNSIL SRTN A

~

s

e

s

E

H

3






OPS/images/C0791014I97-6.jpg





OPS/images/C0791014I97-1.jpg





OPS/images/C0791014I97-2.jpg





OPS/images/C2491031TA1.jpg
Public

Industry Private Total
Group Companies Companies

Of Which Of Which OF Which

Listed Listed Listed

Chemicals 96 89 3 3 7 92
Construction 2 25 3 25
Consumer Goods 25 21 4 21
Electricals 46 41 2 2 5 43
Food & Agro 56 51 5 51
Metal products 40 40 1 1 0 41
Textiles 47 43 4 43
Transport 2 39 3 3
Miscellancous 35 29 1 1 6 30
Total 415 378 7 7 385
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Explanatory
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SBI 010(0.19)  027(0.30)  -0.36*(0.2) =025(0.24)  0.11(0.19)  0.19(063)  0.59%*(0.1)
Axis =0.1(021) - —0.66%* (0.26)  0.11(021)  =0.17(0.53)  04%** (0.17)  1.9*** (0.51) 0.35%* (0.14)
PNB 0.1(0.14)  =0.003 (0.14) - 036 (0.13) 0.002(0.20) 0285 (0.11)  147#%(0.35) =0.07 (0.11)
Canara =0.26(0.19) =0.12(0.17) 0.74%** (0.26) =0.003(0.22)  032%% (0.17) =1.64*** (0.56) 0.16(0.15)
IDBI 0.03(0.11)  =0.15(0.13) =031**(0.13)  0.18* (0.1) 02175 (0.19)  0.72%** (0.28)  =0.02(0.08)
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HDFC 098 (0.18) 0.56**(0.22) -0.14(04)  025(0.28)  0.11(0.32)  0.009(0.25) —1.48*(0.78)

Constant  =0.03(0.22) 051%%(0.23) 028(0.28)  0.32¢(0.19)  1.55(0.23) —0.76*** (0.11) 0.14(0.57)  0.06(0.16)
OBS 2 2 2 2 2 2 2 2

F 505.40 2616 2400 4132 1,198.70 717.31 1354 1163
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Overnight 1 Month 3 Months 6 Months 1 Year 2 Years 3 Years
MCLR

UBI SBI UBI SBI UBI SBI UBI SBI UBI SBI UBI SBI UBI SBI

October  9.158.659.2 8.759.258.8 9.358.859.4 89 9459 9.5 9.05
November 9.058.659.1 8.759.158.8 9.258859.3 89 9359 9.4 9.05
December 9.058.659.1 8.759.158.8 9.258.859.3 89 9.359 9.4 9.05
January ~ 8.157.758.357.8584 7.9 85 7.958.658 87 8.1 875815
February 8 7.7582 7.8582579 83579585 8 8.558.1 8.6 8.15
March 8 77582 78582579 83579585 8 85581 8.6 8.15
April § 77582 7.858257.9 83579585 § 85581 8.6 815
May 8 77582 7.858257.9 83579585 8 85581 8.6 8.15
June 79 77581 78581579 8257958408 84581 8.508.15
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HDFC Axis HDFC Axis HDFC Axis HDFC Axis HDFC Axis HDFC Axis HDFC Axis
October 885 88 89 885 895 905 9 9.05 905 925 915 93 92 935
November ~ 87 865 875 87 88 89 885 9 89 905 9 9.1 9.05 9.15

December 8.65 855 87 855 88 875 885 885 89 89 895 895 9.05 9
January 785 79 79 79 79 805 8 815 815 825 82 83 83 835
February 785 19 785 19 79 805 795 815 815 825 82 83 83 835
March 785 19 785 19 7.9 805 795 815 815 825 82 83 83 835
April 785 79 785 79 79 805 795 815 815 825 82 83 83 835
May 785 79 785 79 79 805 795 815 815 825 825 83 84 835
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